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Abstract

Conformal symmetry is an essential tool for the study of string theory, critical phenomena

and interacting quantum field theories, among other examples. In this thesis, we focus

on conformal techniques for two theories: Type IIB superstring theory on an AdS5 × S5

background, and N = 2 theories in four dimensions.

On the N = 2 theory, we will give a first step towards the computation of superconformal

blocks for mixed operators. For chiral and real half-BPS operators, their superconformal

block expansion can be achieved using chiral or harmonics superspace techniques, respec-

tively. For more general multiplets, no general tool is available. A first step towards this goal

is to obtain the OPE for those general multiplets. In this thesis we show how to compute

mixed OPEs between an N = 2 stress-tensor multiplet, a chiral multiplet and a flavor current

multiplet using superspace techniques. A general bound for the central charge of interacting

theories will be obtained using the N = 2 stress-tensor multiplet OPE.

On the string theory side, we propose a systematic way to compute the logarithmic

divergences of composite operators in the pure spinor description of the AdS5×S5 superstring.

The computations of these divergences can be summarized in terms of a dilatation operator

acting on the local operators. We check our results with some important composite operators

of the formalism. Finally, we construct the pure spinor AdS string using supertwistors.
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Chapter 1

Introduction

1.1 Conformal Symmetry

Conformal symmetry plays a major role in several areas of modern physics: it characterises

phase transitions at critical points, such as liquid-vapour and superfluidity phase transitions;

it is the full symmetry of the worldsheet generated by a relativistic string; it is also the

symmetry of QCD at high energy and it provides an extension of the Poincaré algebra without

conflicting with the Coleman-Mandula theorem, just to mention a few examples. It is this

last property that makes conformal symmetry so appealing for the high energy physicist:

as a general rule, the more symmetry a theory possesses, the simpler it is [1]. Thus, when

Poincaré symmetry alone is not enough to solve a relativistic quantum field theory (QFT),

allowing a larger symmetry group than the Poincaré group might be enough to solve the

theory.

Indeed, this is the case in two dimensions, where the conformal symmetry group is de-

scribed by an infinite dimensional Virasoro algebra [2]. This infinite amount of symmetry

was a key point to completely solve and classify a family of two dimensional conformal field

theories (CFTs) called two dimensional minimal models [3]. A key idea behind the solu-

tion of those models was the conformal bootstrap [4, 5, 6]. The conformal bootstrap makes

1



2 CHAPTER 1. INTRODUCTION

use of the full conformal symmetry and consistency conditions, such as unitarity1, crossing

symmetry and closure of the operator product expansion (OPE)2 to constrain the theory.

In dimensions higher than two, the conformal group is finite dimensional.3 Therefore, it is

natural to ask whether the conformal symmetry is strong enough to solve a CFT in higher

dimensions.

Recently, a huge amount of progress in this direction began since the work of [9] where,

instead of trying to solve a CFT making use of its symmetry, the question the authors

of [9] tried to answer was which conditions are consistent in the CFT. Imposing crossing

symmetry, unitarity and closure of the OPE, they were able to numerically constrain the

possible values of the three-point function coefficients. For a review see [8, 10, 11]. As it

was latter discovered, such consistency conditions severely constrain the theory, imposing

numerical bounds not only to the three-point function coefficient, but also to the conformal

dimension of the possible operators in the CFT [12, 13, 14, 15, 16, 17].

There is another way to enlarge the Poincaré group: by extending its Lie algebra to

a graded Lie algebra, the super-Poincaré algebra. In four dimensions, the simplest super-

Poincaré algebra consists on the usual Poincaré algebra plus one spinorial generator, which

generates supersymmetry (SUSY), a symmetry between fermionic and bosonic fields. It is

possible to introduce more than one SUSY generator. A theory withN different supercharges

is said to have an N -extended SUSY. The most symmetric theory in four dimensions which

only contains fields with spin no larger than one is N = 4 Super Yang-Mills (SYM). This

theory is, at the same time, conformal. This is why it is known as a superconformal field

theory (SCFT). A remarkable conjecture relates the N = 4 SYM theory, which does not

contain gravity (which is mediated by a field of spin two), with a Type IIB superstring

1Although there are many interesting non-unitarity models, such as effective theories, in this thesis we
will focus only on unitarity theories.

2This is a very important difference between a QFT and a CFT. Unlike QFTs, particles states cannot be
defined in a CFT. A two-particle state in a QFT is a non-local operators that can be written as the product
of two local (single particle) operators only locally. No such problem arises in a CFT, where the OPE is an
exact relation. For more on this issue, see [7].

3Actually, the symmetry group of the conformal group in D dimensions, with D > 2 is the one corre-
sponding to D + 2 Poincaré symmetry group SO(D, 2) [8].
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theory in ten dimensions living on a AdS5 × S54 target space [18]. This conjecture is known

as the AdS/CFT correspondence. This correspondence relates the strong (weak) coupling

limit of a string theory to the weak (strong) coupling limit of N = 4 SYM. This is the reason

why it is called a duality. Other examples of dual theories are the Sine-Gordon, which is

dual to the Thirring model, the Ising model which is dual to itself and, type IIB superstring

is also dual to itself.

String theory started in the 60’s as a theory of Hadrons which was able to reproduce

the Veneziano amplitude from the scattering of four tachyons5. Instead of treating particles

as points in space-time, string theory works with one-dimensional objects (strings.) These

objects span a two-dimensional surface known as the worldsheet, in the same way as a

point particle spans a one dimensional world-line. This two dimensional theory is, as all

the theories discussed so far, a CFT. It was later discovered that string theory contains a

graviton in its spectrum [19], giving the first consistent model of quantum gravity6, the only

force missing in the standard model of particle physics. The standard model successfully

provides a unified framework for the electromagnetic, weak and strong interactions based

on quantum field theory. One of its landmarks is the prediction of the Higgs boson, which

was experimentally discovered in 2013. Despite all of its accomplishments, the Standard

Model fails to include gravity. During the middle of the ’80s, during a period dubbed The

First Superstring Revolution, it was realized that superstring theory could provide a unified

description of not only gravity, but of all particles and their interactions. Around ten years

latter, in a period called the Second Superstring Revolution, not only perturbative effects

were studied. S-Duality, T-Duality and Mirror symmetry started to play an important role,

and all the five superstring theories were related through several dualities [20]. It was also

discovered that string theory is a theory of not only strings, but also of extended objects of

4AdSn is the maximally symmetric n-dimensional space with negative curvature. It has the same amount
of symmetry as flat space (Minkowski) and dSn space (which has positive curvature.) Sn is the sphere in
n+ 1 dimensions.

5Latter, QCD was established as the correct theory for Hadrons. Despite of its success, it is still not
known how the Regge trajectories emerge from QCD at long distances.

6So far, string theory is still the only consistent theory of quantum gravity.
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various dimensions, known as branes [21]. One of the most important ideas of this period

is the already mentioned AdS/CFT correspondence between a string theory which contains

gravity, to N = 4 SYM, a CFT with no gravity, living in the boundary of the AdS5 space.

Originally, this conjecture relates the weak (strong) coupling limit of a stack of N D3-branes

which corresponds to a supergravity solution of an AdS5 × S5 space-time with the strong

(weak) coupling limit of a SU(N) N = 4 SYM living in the boundary of the AdS5 space for

large N7. This correspondence has been extended to several supergravity backgrounds and

to different CFT. For a recent review, see [23]. This conjecture has attracted much attention

and inspired thousands of scientific articles since its discovery. The main focus of this Ph.D.

thesis is the study of both side of the conjecture. Specifically, we will focus on a superstring

string theory with an AdS5 × S5 target space using the pure spinor formalism and N = 2

SCFTs, from a CFT point of view.

1.2 The String Side

As mentioned before, string theory is the more vivid candidate for quantum gravity. A

drawback of bosonic string theory is the existence of a tachyon, a particle with negative

(mass)2. When SUSY is introduced in the theory, this artefact is solved. There are two ways

to add SUSY in string theory: in its worldsheet or in its target space, both leading to a theory

with a ten dimensional target space. In the Ramond-Nevau-Schwarz (RNS) formulation of

string theory, SUSY is added in the worldsheet. This theory can be quantized in an explicitly

Lorentz covariant way, but consistency requires the use of the GSO projection, which avoids

the scattering between space-time bosons to be mediated by worldsheet fermions. After the

GSO projection is performed, a supersymmetryc spectrum also appears in the ten dimensional

space. Unfortunately, it is not known how to quantize the RNS string in the presence of

Ramond-Ramond fluxes, which are present in AdS backgrounds. In the Green-Schwarz (GS)

7It has been known since the seventies that U(N) gauge theories with large N reproduce the amplitudes
expected from string theory [22].
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formalism, on the other hand, SUSY is introduced in the ten dimensional target space.

Although this theory is explicitly covariant under space-time supersymmetry, it contains the

same spectrum as the RNS superstring and it does not need a GSO projection in order to be

consistent. Due to the mixing of first and second class constraints,8 it is not known how to

quantize GS superstring in an explicitly Lorentz covariant way, and quantization is achieved

only in the light-cone gauge. This lack of covariant quantization in the GS superstring makes

harder the computation of amplitudes and there are no explicit computations beyond one

loop.

There is a third known prescription for superstring theory: the pure spinor string theory

[26]. In this theory there is a constrained spinor, λα, which satisfies the constraint

λαγmαβλ
β = 0, (1.1)

where γmαβ are the ten-dimensional 16 × 16 Pauli matrices. (1.1) defines the pure spinor

condition. The OPE for the constraint of the ten dimensional superstring in flat space [27],

dα = pα + γαβ∂xm θ
β +

1

2
γmαβ γmµνθ

β θµ ∂θν , (1.2)

can be shown to be,

da(z) dβ(0) ∼ 2

z
γmαβΠm(z). (1.3)

This OPE can be obtained because in the pure spinor formalism, xm, θα, pα are treated as a

free system. We can introduce the nilpotent BRST charge,

Q =

∮
dzλαdα. (1.4)

8A proposal for quantization of such systems was made in [24, 25].
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The existence of the BRST charge9 allows an explicitly Lorentz covariant quantization, unlike

in the case of GS string, and unlike the RNS string there is no need of a mechanism similar

to the GSO projection in order to obtain the tachyon free supersymmetric spectrum of the

theory. A covariant quantization allows us to compute N-point tree amplitudes [29], for

example. It is also possible to use the PS formalism to quantize other spaces where there

are Ramond-Ramond fluxes and/or the light-cone quantization is not allowed. Although

it is known that the massless spectrum of the superstring is the supergravity spectrum, a

covariant description of this spectrum in the AdS5 × S5 superstring is not known.

In order to see the complications arising in the AdS5 × S5 superstring, let us study the

bosonics string on a flat space-time target space. In the case of a flat space-time, the action

for a scalar field is,

Sflat =
1

2

∫
dVflat φ�φ, (1.5)

where dVflat is the measure of the flat space volume. The corresponding EOM for this action

is given by the Klein-Gordon equation for a massless particle,

�φ = 0, (1.6)

which admits a plane-wave solution,

φflat ∼ exp (i k · x) . (1.7)

This wave solutions is exactly the form of the tachyonic field of the bosonic string, which

is the lightest state of the bosonic string. Since p2 is a Casimir operator in flat-space, it is

easy to find the energy of any state by aplying p2. Thus, it is easy to construct massless

states by just applying aµ ν ∂̄X
µ ∂Xν to exp (i k · x), because each pair of Xµ terms added to

9The flat space-time constraint was written for simplicity. For generic supergravity background of Type
IIB theories, the BRST charge can be constructed in a similar fashion [26, 28]
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the tacyon field will raise the value of the energy of φflat by two. The worldsheet conformal

weight restriction of the operator will impose conditions to k2, kµ aµ ν and to aµ ν , and when

applying p2, we will be able to read off the mass of the state10. The operator exp (i p · x) can

also be regarded as the responsible for the momentum transfer in the string interactions. In

the AdS5 × S5 case, things are more complicated. Although the action for a scalar field is

similar to Sflat, the solution to the EOM is more complicated than φflat. A solution for the

scalar field on a AdSm × Sm involves hypergeometric functions [30, 31]. A compact exact

solution can be found for the conformally flat space AdSm × Sm [30], which we will discuss

in more detail in Chapter 3. Even if such simple expression exists, p2 is no longer a Casimir

operator in this curved space. This brings two more complications. First, the energy of the

states can no longer be read from applying p2 (in this case, the role of the energy is played

by the eigenvalue of the target-space dilatation operator.) This, in turn, implies that we

can no longer just apply an operator like ∂̄Xµ ∂Xν . Although we can, generally speaking,

find the proper constraints in order to obtain the proper worldsheet conformal weight, the

energy of such state cannot be easily computed. This is the main obstruction when trying

to construct the physical. The second complication arises when trying to study interactions

between strings, because there is no longer a notion for momentum transfer.

1.3 The CFT Side

The original AdS/CFT conjecture related a superstring theory with a N = 4 SYM theory.

The integrability of the latter theory has lead to a great amount of results, ultimately leading

to computation both at strong and weak coupling with great precision, for a review see [32].

However N = 4 SYM is not the only CFT dual to a superstring. There are also dualities for

M-theories on AdS7×S4 with a six dimensional N = (2, 0) and on a AdS4×S7 with a three

dimensional ABJM theory [33]. For F-theory there are four dimensional dual theories with

N = 1, 2 SUSY [34].

10The correct answer is already know, and the ∂̄Xµ ∂Xν operator was suggested from that knowledge.
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As we mentioned before, the most symmetric theory in four dimensions is N = 4 SYM.

This is the only theory with 16 supercharges. The next most supersymmetric theories have

N = 2 sumerpsymmetry.11 Several interesting phenomena arise in N = 2 theories. For ex-

ample, they present concrete examples of S-duality, confinement and monopole condensation

[35, 36]. A remarkable structure of SU(2) N = 2 theories are the Seiberg-Witten curves

[35, 36], which were latter generalized to other gauge groups in [37, 38]. Latter, a string

origin for those objects was found [34] by proving F-theory with D3-branes. In recent years

the number of N = 2 SCFTs has grown considerably [39]. This ample amount of theories

makes impractical the study of N = 2 SCFTs one by one. One attempt to study these

N = 2 theories is to classify them [40, 41]. Another option is to obtain information that can

be applied to all of them by using general arguments [42].

In the present thesis, we will develop methods that, we think, are the first step to construct

general conformal blocks for N = 2 SCFTs. This is a very important step before carrying

out the bootstrap program for aforementioned theories.

1.4 Overview of this Thesis

In Chapters 2 and 3 we will focus on the string part of this thesis. We will first work out the

worldsheet dilatation operator in Chapter 2, based on [43]. We will generalize the method

developed in [44] to the coset action for the pure spinor string in a AdS5 × S5 background.

This will allow us to compute the anomalous dimension of several conserved currents by

looking at the logarithmic divergences of composite operators. Those divergences can be

related to the worldsheet dilatation operator. In Chapter 3 we will, following [45], construct

a twistor action for the pure spinor string in the same spirit of [46]. This formalism will help

us to construct a simple vertex operator related to a Noether current.

We will devot the remaining chapters 4 and 5 to the construction of the OPEs in N = 2

11N = 3 theories are not CPT invariant. When CPT is asked in N = 3 theories, they are actually N = 4
SYM.
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SCFTs. First, we will focus on the stress tensor OPE in Chapter 4 in the same way as

was treated in [47]. This OPE will help us to set a lower bound to the central charge for

any interacting N = 2 SCFT. We will then generalize the construction of the mixed OPEs

between an N = 2 stress-tensor multiplet, a chiral multiplet and a flavor current multiplet

In Chapter 5. This will follow [48]

Each chapter will contain an introduction and conclusion in order to be completely self

contained and therefore they can be read independently.



Chapter 2

Worldsheet dilatation operator for the

AdS superstring

2.1 Introduction

During the last decade there was a great improvement in the understanding of N = 4

super Yang-Mills theory due to integrability techniques, culminating in a proposal where the

anomalous dimension of any operator can be computed at any coupling [49]. The crucial

point of this advance was the realization that the computations of anomalous dimensions

could be systematically done by studying the dilatation operator of the theory [50, 51]. For a

general review and an extensive list of references, we recommend [32]. An alternative to the

TBA approach not covered in [32], the Quantum Spectral Curve, was developed in [52, 53].

For some of its applications, including high loops computations, see [54, 55, 56, 57, 58, 59]

On the string theory side it is that known the world sheet sigma-model is classically

integrable [60, 61]. However, it is not yet known how to fully quantize the theory, identifying

all physical vertex operators and their correlation functions. In the case of the pure spinor

string it is known that the model is conformally invariant at all orders of perturbation theory

and that the non-local charges found in [61] exist in the quantum theory [62]. In a very

10
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interesting paper, [63] showed how to obtain the Y-system equations from the holonomy

operator.

Another direction in which the pure spinor formalism was used with success was the

quantization around classical configurations. In [64] it was shown that the semi-classical

quantization of a large class of classical backgrounds agrees with the Green-Schwarz formal-

ism. This was later generalized in [65, 66]. Previously, Mazzucato and one of the authors

[67] attempted to use canonical quantization around a massive string solution to calculate

the anomalous dimension of a member of the Konishi multiplet at strong coupling. Although

the result agrees with both the prediction from integrability and Green-Schwarz formalism,

this approach has several issues that make results unreliable [68].1

An alternative and more desirable approach is to use CFT techniques to study vertex

operators and correlation functions since scattering amplitudes are more easily calculated

using this approach. A first step is to identify physical vertex operators. Since the pure

spinor formalism is based on BRST quantization, physical vertex operators should be in the

cohomology of the BRST charge. For massless states, progress has been made in [69, 70, 71,

72]. For massive states the computation of the cohomology in a covariant way is a daunting

task even in flat space [73].

A simpler requirement for physical vertices is that they should be primary operators

of dimension zero for the unintegrated vertices and primaries of dimension (1, 1) in the

integrated case. Massless unintegrated vertex operators in the pure spinor formalism are

local operators with ghost number (1, 1) constructed in terms of zero classical conformal

dimension fields [26]. So for them to remain primary when quantum corrections are taken

into account, their anomalous dimension should vanish. Massless integrated vertices have

zero ghost number and classical conformal dimension (1, 1). Therefore they will also be

primaries when their anomalous dimension vanishes. Operators of higher mass level are

constructed using fields with higher classical conformal dimension. For general mass level

1The authors would like to thank Martin Heinze for discussions on the subject.
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n (where n = 1 corresponds to the massless states) the unintegrated vertex operators have

classical conformal dimension (n− 1, n− 1). If such vertex has anomalous dimension γ, the

condition for it to be primary is 2n− 2 + γ = 0. The case for integrated vertex operators is

similar. For strings in flat space γ is always α′k2

2
, which is the anomalous dimension of the

plane wave eik·X . This reproduces the usual mass level formula.

This task of computing γ can be made algorithmic in the same spirit as the four dimen-

sional SYM case [50, 51]. However, here we are interested in finding the subset of operators

satisfying the requirements described above. The value of the energy of the corresponding

string state should come as the solution to an algebraic equation obtained from this require-

ment. However we do not expect the energy to be simply one of the parameters in the vertex

operator. The proper way to identify the energy is to compute the conserved charge related

to it and apply it to the vertex operator.

In this paper we intend to systematize the computation of anomalous dimensions in the

worldsheet by computing all one-loop logarithmic short distance singularities in the product

of operators with at most two derivatives. To find the answer for operators with more

derivatives one simply has to compute the higher order expansion in the momentum of our

basic propagator. We used the method applied by Wegner in [44] for the O(n) model, but

modified for the background field method. This was already used with success in [74, 75]

for some Z2-super-coset sigma models. The pure spinor string is a Z4 coset and it has an

interacting ghost system. This makes it more difficult to organize the dilatation operator in

a concise expression and to find a solution to

D · O = 0. (2.1)

We can select a set of “letters” {φP} among the basic fields of the sigma model, e.g. the

AdS coordinates, ghosts and derivatives of these fields. Unlike the case of N = 4 SYM, the

worldsheet derivative is not one of the elements of the set, so fields with a different number

of derivatives correspond to different letters. Then D is of the form
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D =
1

2
DP Q ∂2

∂φP∂φQ
. (2.2)

Local worldsheet operators are of the form

O = VP QRS T ···φ
PφQφRφSφT · · · , (2.3)

the problem is to find VABC DE··· such that O satisfy (2.1). Another important difference

with the usual case is that the order of letters does not matter, so O is not a spin chain.

The problem of finding physical vertices satisfying this condition will be postponed to a

future publication. Here we will compute D and apply it to some local operators in the sigma

model which should have vanishing anomalous dimension. The search for vertex operators

in AdS using this approach was already discussed in [76] but without the contribution from

the superspace variables. The author used the same “pairing” rules computed in [44].

This paper is organized as follows. In section 2 we describe the method used by Wegner

in [44] for the simple case of the principal chiral field. This method consists of solving a

Schwinger-Dyson equation in the background field expansion. In section 3 we explain how to

apply these aforementioned method to the pure spinor AdS string case. The main derivation

and results are presented in the Appendix B. Section 4 contains applications, where we use

our results to compute the anomalous dimension of several conserved currents. Conclusions

and further applications are in section 5.

2.2 Renormalization of operators in the principal chiral

model

The purpose of this section is to review the computation of logarithmic divergences of opera-

tors in principal chiral models using the background field method. Although this is standard
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knowledge, the approach taken here is somewhat unorthodox so we include it for the sake

of completeness. Also, the derivation of the full propagators in the case of AdS5 × S5 is

analogous to what is done in this section, so we omit their derivations.

Consider a principal model in some group G, with corresponding Lie algebra g, in two

dimensions. The action is given by

S = − 1

2πα2

∫
d2zTr ∂g−1∂̄g, (2.4)

where α is the coupling constant and g ∈ G. Using the left-invariant currents J = g−1∂g

and defining
√
λ = 1/α2 we can also write

S =

√
λ

2π

∫
d2zTr JJ̄. (2.5)

The full one-loop propagator is derived from the Schwinger-Dyson equation

〈δzSO(y)〉 = 〈δzO(y)〉, (2.6)

where δz is an arbitrary local variation of the fundamental fields and O(y) is a local operator.

This equation comes from the functional integral definition of 〈· · · 〉. In order to be more

explicit, let us consider a parametrization of g in terms of quantum fluctuations and a classical

background g = g0e
X , where g0 is the classical background, X = XaJa and Ja ∈ g are the

generators of the algebra. Then a variation of g is given by δg = gδX, and δX = δXaJa

where we have the variation of the independent fields Xa. Also, the variation of some general

operator O is δO = δO
δXa δX

a. Then we can write the Schwinger-Dyson equation as

〈
δS

δXa(z)
O(y)

〉
=

〈
δO(y)

δXa(z)

〉
, (2.7)

and now it is clear that this is a consequence of the identity
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∫
[DX]

δ

δXa(z)

(
e−SO(y)

)
= 0. (2.8)

In the case that O(y) = X(y) we get the Schwinger-Dyson equation for the propagator

〈
δS

δXa(z)
Xb(y)

〉
= δbaδ

2(y − z). (2.9)

This is a textbook way to get the equation for the propagator in free field theories and our

goal here is to solve this equation for the interacting case at one loop order. The perturbative

expansion of the action is done using the background field method. A fixed background g0

is chosen and the quantum fluctuation is defined as g = g0e
X . The expansion of the current

is given by

J = e−XJeX + e−X∂eX (2.10)

where J = g−1
0 ∂g0 is the background current. At one loop order only quadratic terms in

the quantum field expansion contribute and, as usual, linear terms cancel by the use of the

background equation of motion. This means that we can separate the relevant terms action

in two pieces S = S(0) + S(2). Furthermore, S(2) contains the kinetic term plus interactions

with the background. So we have

S = S(0) + Skin + Sint. (2.11)

If we insert this into (2.9) the terms that depend purely on the background cancel and

we are left with

〈
δSkin
δXa(z)

Xb(y) +
δSint
δXa(z)

Xb(y)

〉
= δbaδ

2(y − z). (2.12)

Since δSkin

δXa(z)
= −

√
λ

2π
∂∂̄Xa(z) and δSint

δXa(z)
is linear in quantum fields we can write
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−
√
λ

π
∂z∂̄z̄〈Xa(z)Xb(y)〉+

∫
d2w

δ2Sint
δXc(w)δXd(z)

〈Xc(w)Xb(y)〉ηad = ηabδ2(y − z). (2.13)

Finally, this is the equation that we have to solve. It is an integral equation for 〈Xa(z)Xb(y)〉 =

Gab(z, y) which is the one-loop corrected propagator. The interacting part of the action is

Sint =

√
λ

2π

∫
d2z

[
−1

2
Tr([∂X,X]J̄)− 1

2
Tr([∂̄X,X]J)

]
, (2.14)

where the boldface fields stand for the background fields.

Now we calculate2

δ2Sint
δXc(w)δXa(z)

=

√
λ

2π
[∂wδ

2(w − z)Tr([Tc, Ta]J̄) + ∂̄wδ
2(w − z)Tr([Tc, Ta]J)], (2.15)

which is symmetric under exchange of (a, z) and (c, w), as expected. We define fabc = f bcdη
da.

So we get the following equation for the propagator

∂z∂̄zG
ab(z, y) = − π√

λ
ηabδ2(y − z) +

face
2

(
∂zG

cb(z, y))J̄
e

+ ∂̄zG
cb(z, y)J e

)
. (2.16)

Performing the Fourier transform

Gac(z, k) =

∫
d2ye−ik·(z−y)Gac(z, y), (2.17)

we finally get

2Using the equation of motion for the background ∂J̄ + ∂̄J = 0.



2.2. RENORMALIZATION OF OPERATORS IN... 17

Gab(z, k) =
ηab√
λ

π

|k|2
+

�
|k|2

Gab(z, k) + i
∂

k
Gab(z, k) + i

∂̄

k
Gab(z, k)

− faceJ̄
e

(
i

2k̄
+

∂z
2|k|2

)
Gcb(z, k)− faceJ e

(
i

k
+

∂̄z
2|k|2

)
Gcb(z, k). (2.18)

The dependence on one of the coordinates remains because the presence of background

fields breaks translation invariance on the worldsheet. We can solve the equation above

iteratively in inverse powers of k. The first few contributions are given by

Gab(z, k) =
ηab√
λ

π

|k|2
− iπface

2
√
λ|k|2

ηcb
(
J̄
e

k̄
+
J e

k

)
− π

4
√
λ
facef

c
dfη

db 1

|k|2

(
1

|k|2
(J eJ̄

f
+ J̄

e
Jf ) +

1

k̄2
J̄
e
J̄
f

+
1

k2
J eJf

)
+

π

2
√
λ

ηdbfadf
|k|2

(
1

k̄2
∂̄J̄

f
+

1

k2
∂Jf

)
+ . . . (2.19)

With this solution we can finally do the inverse Fourier transform,

Gac(z, y) =

∫
d2k

4π2
eik·(z−y)Gac(z, k), (2.20)

to calculate Gac(z, y). If we are only interested in the divergent part of the propagator we

can already set z = y. Furthermore, selecting only the divergent terms in the momentum

integrals we get

〈Xa(z)Xc(z)〉 =
Iπ√
λ
ηac, (2.21)

〈Xa(z)∂Xc(z)〉 =− Iπ

2
√
λ
ηdcfadeJ

e, (2.22)

〈Xa(z)∂̄Xc(z)〉 =− Iπ

2
√
λ
ηdcfadeJ̄

e
, (2.23)

〈Xa(z)∂∂̄Xb(z)〉 =
Iπ

4
√
λ
ηdbf cdff

a
ce

(
J eJ̄

f
+ J̄

e
Jf
)
, (2.24)
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〈Xa(z)∂∂Xb(z)〉 =− Iπ

2
√
λ
ηcbface∂J

e +
Iπ

4
√
λ
ηdbfacef

c
dfJ

eJf , (2.25)

〈Xa(z)∂̄∂̄Xc(z)〉 =− Iπ

2
√
λ
ηcbface∂̄J̄

e
+

Iπ

4
√
λ
ηdbfacef

c
df J̄

e
J̄
f
, (2.26)

where

I = − 1

2πε
= lim

x→y

∫
d2+ε

4π2

εik(x−y)

|k|2
(2.27)

in d = 2+ε dimensions, using the standard dimensional regularization [44]. Since ∂〈Xa∂Xc〉 =

〈∂Xa∂Xc〉+ 〈Xa∂2Xc〉 we can further compute

〈∂Xa(z)∂Xb(z)〉 =− Iπ

4
√
λ

(facef
c
dfη

dbJ eJf ), (2.28)

〈∂̄Xa(z)∂Xb(z)〉 =− Iπ

2
√
λ
ηcbface∂̄J

e − Iπ

4
√
λ
ηdbf cdff

a
ce(J̄

e
Jf + J̄

f
J e). (2.29)

From now on 〈·〉 will mean only the logarithmically divergent part of the expectation

value. A simple way to extract this information is by defining

〈O〉 =
1

2

∫
d2zd2y

δ2O
δXa(z)δXb(y)

〈Xa(z)Xb(y)〉, (2.30)

for any local operator O. Furthermore, we define

〈O ,O′〉 =

∫
d2zd2y

δO
δXa(z)

δO′

δXb(y)
〈Xa(z)Xb(y)〉. (2.31)

Following [76] we will call it “pairing” rules. For local operators these two definitions always

give two delta functions, effectively setting all fields at the same point. So the computation

of 〈·〉 can be summarized as

〈O〉 =
1

2
〈XaXb〉 ∂2

∂Xa∂Xb
O = DO, (2.32)
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where

D =
1

2
〈XaXb〉 ∂2

∂Xa∂Xb
(2.33)

is the dilatation operator. We can also define 〈· , ·〉 as

〈O ,O′〉 = 〈XaXb〉 ∂O
∂Xa

∂O′

∂Xb
. (2.34)

With the above definitions, the divergent part of any product of local operators at the

same point can be computed using.

〈OO′〉 = 〈O〉O′ +O〈O′〉+ 〈O ,O′〉. (2.35)

Several known results can be derived using this simple set of rules. Following this procedure

in the case of the symmetric space SO(N + 1)/SO(N) gives the same results obtained by

Wegner [44] using a different method.

2.3 Dilatation operator for the AdS5 × S5 superstring

In this section we will apply the same technique to the case of the pure spinor AdS string. We

begin with a review of the pure spinor description, pointing out the differences between this

model and the principal chiral model, and then describe the main steps of the computation.

2.3.1 Pure spinor AdS string

The pure spinor string [73, 61, 62] in AdS has the same starting point as the Metsaev-Tseyltin

[77]. The maximally supersymmetric type IIB background AdS5 × S5 is described by the

supercoset

G

H
=

PSU(2, 2|4)

SO(1, 4)× SO(5)
. (2.36)
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The pure spinor action is given by

SPS =
R2

2π

∫
d2zSTr

[
1

2
J2J̄2 +

1

4
J1J̄3 +

3

4
J̄1J3 + ω∇̄λ+ ω̂∇λ̂−NN̂

]
, (2.37)

where

∇· =∂ ·+[J0, ·], N ={ω, λ}, N̂ ={ω̂, λ̂}. (2.38)

There are several difference between the principal chiral model action and (2.37). First,

the model is coupled to ghosts. The pure spinor action also contains a Wess-Zumino term,

and the global invariant current J belongs to the psu(2, 2|4) algebra, which is a graded

algebra, with grading 4. Thus we split the current as J = A + J1 + J2 + J3, where A = J0

belongs to the algebra of the quotient group H = SO(1, 4) × SO(5). The notation that we

use for currents of different grade is

J0 =J i0Ti ; J1 = Jα1 Tα ; J2 = Jm2 Tm ; J3 = J α̂3 Tα̂. (2.39)

The ghosts fields are defined as

λ =λATA ; ω = −ωAηAÂTÂ ; λ̂ = λ̂ÂTÂ ; ω̂ = ω̂B̂η
BB̂TB. (2.40)

Note that A and A′ indices on the ghosts mean α and α̂, but we will use a different letter in

order to make it easier to distinguish which terms come from ghosts and which come from

the algebra. The pure spinor condition can be written as

{λ, λ} = {λ̂, λ̂} = 0. (2.41)

Following the principal chiral model example, we expand g around a classical background

g0 using the g = g0e
X parametrization. It is worth noting that X = x0 + x1 + x2 + x3
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belongs to the psu(2, 2|4) algebra, but we can use the coset property to fix x0 = 0. With this

information the quantum expansion of the left invariant current is

A =A+
3∑
i=1

(
[J i, x4−i] +

1

2
[∇xi, x4−i]

)
+

3∑
i,j=1

[[J i, xj] , x8−i−j] ,

Jl =J l +∇xl +
3∑
i=1

(
[J i, x4+l−i] +

1

2
[∇xi, x4+l−i]

)
+

3∑
i,j=1

[[J i, xj] , x8+l−i−j] ,

λ =λ+ δλ,

ω =ω + δω,

λ̂ =λ̂+ δλ̂,

ω̂ =ω̂ + δω̂.

(2.42)

Where we take x0 = 0 as mentioned before, and we used g−1
0 ∂g0 = J = A+J1 +J2 +J3.

The boldface terms stand for the background term, both for the currents and for the ghost

fields.

Using all this information inside the action we get

SPS =
R2

2π

∫
d2z

[
1

2
∇xm2 ∇̄xn2ηmn −∇xα1 ∇̄xα̂3ηαα̂ + δωA∂̄δλ

A + δω̂Â∂δλ̂
Â

]
+ Sint. (2.43)

The full expansion can be found in the Appendix C. In order to compute the logarithmic

divergences, we need to generalize the method explained in section 2 for a coset model with

ghosts. The following subsection is devoted to explain this generalization.

2.3.2 General coset model coupled to ghosts

In this subsection we generalize the method of Section 2 to the case of a general coset G/H

and then specialize for the pure spinor string case. We will denote the corresponding algebras

g and h, where h should be a subalgebra of g. The generators of g − h will be denoted by

Ta where a = 1 to dimg − dimh and the generators of h will be denoted by Ti where i = 1
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to dimh. We also include a pair of first order systems (λA, ωB) and (λ̂A
′
, ω̂B′) transforming

in two representations (ΓiBA,Γ
iB′

A′ ) of h. We will assume that the algebra g has the following

commutation relations

[Ta, Tb] = f cabTc + f iabTi, [Ta, Ti] = f baiTb, [Ti, Tj] = fkijTk, (2.44)

where f cab 6= 0 for a general coset and f cab = 0 if there is a Z2 symmetry, i.e., G/H is a

symmetric space. As in the usual sigma model g ∈ G/H and the currents J = g−1∂g

are invariant by left global transformations in G. We can decompose J = JaTa + AiTi

where JaTa ∈ g − h and AiTi ∈ h. With this decomposition K transforms in the adjoint

representation of h and A transforms as a connection. We will also allow a quartic interaction

in the first order sector. Defining N i = λAΓiBAωB and N̂ i = λ̂A
′
ΓiB

′

A′ ω̂B′ , the interaction will

be βN iN̂i where β is a new coupling constant that in principle is not related with the sigma

model coupling.

The total action is given by

S =

∫
d2z
(

Tr (J − A)(J̄ − Ā) + ωA∇̄λA + ω̂A′∇λA
′
+ βN iN̂i

)
, (2.45)

where (∇, ∇̄) = (∂−AiΓiA
′

B′ , ∂̄−ĀiΓiAB) are the covariant derivatives for the first order system

ensuring gauge invariance.

The background field expansion is different if we are in a general coset or a symmetric

space. Since we want to generalize the results to the case of AdS5 × S5, we will use a

notation that keeps both types of interactions. Again, the quantum coset element is written

as g = g0e
X where g0 is the classical background and X = XaTa are the quantum fluctuations.
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Up to quadratic terms in the quantum fluctuation the expansion of the action is

S =S0 +

∫
d2z
(
ηab∇Xa∇̄Xb − ZabcJaXb∇̄Xc − Z̄abcJ̄

a
Xb∇Xc +RabcdJ

aJ̄
b
XcXd

+δωA∂̄δλ
A + δω̂A′∂δλ̂

A′ + Ā
i
Ni +AiN̂i + β ({δλ,ω}+ {λ, δω})i

(
{δλ̂, ω̂}+ {λ̂, δω̂}

)
i

)
,

(2.46)

where the covariant derivatives on X are (∂−[A, · ], ∂̄−[Ā, · ]). The tensors (Zabc, Z̄abc, Rabcd)

appearing above are model dependent. In the case of a symmetric space Z = Z̄ = 0 and

Rabcd = f iabficd. In the general coset case Zabc = Z̄abc = 1
2
fabc. If there is a Wess-Zumino

term, the values of Zabc and Z̄abc can differ. Since we want to do the general case, we will not

substitute the values of these tensor until the end of the computations. In the action above

the quantum connections have the following expansion

Ai = Ai + f iabJ
aXb +

1

2
f iab∇XaXb +W i

abcJ
aXbXc + · · · (2.47)

Āi = Ā
i
+ f iabJ̄

a
Xb +

1

2
f iab∇̄XaXb +W i

abcJ̄
a
XbXc + · · · (2.48)

where W i
abc = 1

2
fdabf

i
dc for a general coset and vanishes for a symmetric space.

To proceed, we have to compute the second order variation of the action with respect

to the quantum fields. The difference this time is that there are many more couplings, so

we expect a system of coupled Schwinger-Dyson equations, corresponding to each possible

corrected propagator. For example, in the free theory approximation there is no propagator

between the sigma model fluctuation and the first order system, but due to the interactions

there we may have corrected propagators between them.

Since a propagator is not a gauge invariant quantity, it can depend on gauge dependent

combinations of the background gauge fields (Ai, Āi). Furthermore, since we have chiral fields

transforming in two different representations of h it is possible that the quantum theory has

anomalies. In the case of the AdS5 × S5 string sigma-model it was argued by Berkovits
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[62] that there is no anomaly for all loops. An explicit one loop computation was done

in [78]. Therefore it is safe to assume that the background gauge fields only appear in

physical quantities in a gauge invariant combination. The simplest combination of this type

is Tr[∇, ∇̄]2. Since the classical conformal dimension of this combination is four and so far

we are interested in operators of classical conformal dimension 0 and 2, we can safely ignore

all interactions with (Ai, Āi).

We will assume a linear quantum variation of the first order system, e.g., λA → λA+δλA.

Instead of introducing more notation and a cumbersome interaction Lagrangian, we will

simply compute the variations of these fields in the action and set to their background values

the remaining fields.

With all these simplifications and constraints in mind, let us start constructing the

Schwinger-Dyson equations. First we compute all possible non-vanishing second variations

of the action

δ2Sint
δXaδXb

= δ2(z − w)
[
J cJ̄

d
(Rcdab +Rcdba) +N iJ̄

c
(W i

cab +W i
cba) + N̂ iJ

c(W i
cab +W i

cba)
]

− ∂wδ2(z − w)[Z̄cabJ̄
c

+ f iabN̂ i]− ∂̄wδ2(z − w)[ZcabJ
c + f iabN i], (2.49a)

δ2Sint
δλAδωB

= δ2(z − w)βΓiBAN̂ i, (2.49b)

δ2Sint
δλAδXa

= δ2(z − w)(Γiω)Af
i
baJ̄

b
, (2.49c)

δ2Sint

δλAδλ̂B′
= δ2(z − w)β(Γiω)A(Γ̂iω̂)B′ , (2.49d)

δ2Sint
δλAδω̂B′

= δ2(z − w)β(Γiω)A(λ̂Γ̂i)
B′ , (2.49e)

δ2Sint

δλ̂A′δω̂B′
= δ2(z − w)βN iΓ̂i

B′

A′ , (2.49f)

δ2Sint

δλ̂A′δXa
= δ2(z − w)(Γ̂iω̂)A′f

i
baJ

b, (2.49g)

δ2Sint

δλ̂A′δωB
= δ2(z − w)β(λΓi)B(Γ̂iω̂)A′ , (2.49h)

δ2Sint
δXaδωB

= δ2(z − w)(λΓi)
Bf ibaJ̄

b
, (2.49i)
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δ2Sint
δXaδω̂B′

= δ2(z − w)(λ̂Γ̂i)
B′f ibaJ

b, (2.49j)

δ2Sint
δωAδω̂B′

= δ2(z − w)β(λΓi)A(λ̂Γ̂i)
B′ . (2.49k)

We are going to denote these second order derivatives generically as IΣΛ(z, w) where Σ

and Λ can be any of the indices (a, A, B,
A′ , B′). Also, the quantum fields will be denoted by

ΦΣ(z). With this notation the Schwinger-Dyson equations are

〈 δSkin
δΦΛ(z)

ΦΣ(y)〉+

∫
d2w

δ2Sint
δΦΥ(w)δΦΛ(z)

〈ΦΥ(w)ΦΣ(y)〉 = δΣ
Λδ(z − y). (2.50)

Note that the only non-vanishing components of δΣ
Λ are ηab, δAB and δA

′

B′ . Since the type

and the position of the indices completely identity the field, the propagators are going to

be denoted by GΣΛ(z, y) = 〈ΦΣ(z)ΦΛ(y)〉. Since we five different types of fields, we have

fifteen coupled Schwinger-Dyson equations to solve. Again we have to make a simplifica-

tion. Interpreting (λA, λ̂A
′
) as left and right moving ghosts and knowing that in the pure

spinor superstring unintegrated vertex operators have ghost number (1, 1) with respect to

(G, Ĝ), we will concentrate on only four corrected propagators 〈Xa(z)Xb(y)〉, 〈Xa(z)λA(y)〉,

〈Xa(z)λ̂A
′
(y)〉 and 〈λA(z)λ̂A

′
(y)〉. As in the principal chiral model case we are going to solve

the Schwinger-Dyson equations first in momentum space. It is useful to note that since

we will solve this equations in inverse powers of k, the first contributions to the corrected

propagators will have the form

〈XcXa〉 ≈ ηca

|k|2
, 〈ωAλB〉 ≈

δBA
k̄
, 〈ω̂A′λ̂B

′〉 ≈ δB
′

A′

k
. (2.51)

Regarding (A,A′) as one type of index we can arrange the whole Schwinger-Dyson equa-

tion into a matrix notation with three main blocks. Doing the same Fourier transform as

before we get a matrix equation that can be solved iteratively

GΥ
Σ = IΥ

Σ + (FΣΓ + ∆ΣΓ)GΓΥ, (2.52)
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where

IΥ
Σ =


δab
|k|2 0 0

0 0 −i δ
A
B

k

0 i
δBA
k

0

 , (2.53)

FΣΓ =
δ2Sint
δΦΣδΦΓ

, ∆ΣΓ =


∂∂̄
|k|2 + i∂

k
+ i ∂̄

k̄
0 0

0 −i∂
k

0

0 0 i∂
k

 . (2.54)

All elements of the interaction matrix FΣΓ are shown in Appendix C. As in section 2, the

solution to equation (2.52) is computed iteratively

G(0)Υ
Σ = IΥ

Σ , G(1)Υ
Σ = F Γ

ΣI
Υ
Γ , (2.55)

and so on for higher inverse powers of k.

2.3.3 Pairing rules

As discussed in the introduction and Section 2, the computation of the divergent part of any

local operator can be summarized by the pairing rules of a set of letters {φP}. The complete

set of these pairing rules can be found in the Appendix C. If we choose a set of letters such

that 〈φP 〉 = 0, then the divergent part of the product of two letters is simply

〈φPφQ〉 = 〈φP , φQ〉. (2.56)

We computed the momentum space Green function up to quartic inverse power of mo-

mentum so we must restrict our set of letters to fundamental fields up to classical dimension

one. The convenient set of letter we will use is

{φP} = {xa2, xα1 , xα̂3 , Ja2 , Jα1 , J α̂3 , J i0, J̄a2 , J̄α1 , J̄ α̂3 , J̄ i0, λA, ωA, λ̂Â, ω̂Â, N
i, N̂ i}. (2.57)
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If we extend the computation to take into account operators with more than two deriva-

tives the set of letters has to be extended to include them. The matrix elements of the

dilation operator DP Q = 〈φP , φQ〉 are the full set of pairings described in Appendix C.4.

To avoid cumbersome notation, the pairing rules are written contracting with the corre-

sponding psu(2, 2|4) generator. The computations done in next section are a straightforward

application of the differential operator

D =
1

2
DP Q ∂2

∂φP∂φQ
(2.58)

on a a local operator of the form O = VP QRS T ···φ
PφQφRφSφT · · · .

2.4 Applications

In this section we use our results to prove that certain important operators in the pure spinor

sigma model are not renormalized. The operators we choose are stress energy tensor, the

conserved currents related to the global PSU(2, 2|4) symmetry and the composite b-ghost.

All these operators are a fundamental part of the formalism and it is a consistency check

that they are indeed not renormalized. All the computations bellow are an application of the

differential operator (2.58). We use the notation 〈O〉 = D · O.

2.4.1 Stress-energy tensor

The holomorphic and anti-holomorphic stress-energy tensor for (2.37) are given by

T =STr

(
1

2
J2J2 + J1J3 + ω∇λ

)
, (2.59)

T̄ =STr

(
1

2
J̄2J̄2 + J̄1J̄3 + ω̂∇̄λ̂

)
. (2.60)
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For the holomorphic one

〈T 〉 =STr

(
1

2
〈J2, J2〉+ 〈J1, J3〉 −N〈J0〉

)
=STr

(
1

2
[N , Tm][N , Tn]ηmn − [N , Tα][N , Tα̂]ηαα̂

+
1

2
N
(
{[N , Tα̂], Tα}ηαα̂ − {[N , Tα], Tα̂}ηαα̂ + [[N , Tm], Tn]ηmn

))
=0. (2.61)

We used the results in (2.203,2.228) and the identity (2.96). A similar computations happens

to the antiholomorphic T̄ , where now we use the results in (2.204,2.229) and the identity

(2.97).

2.4.2 Conserved currents

The string sigma model is invariant under global left-multiplications by an element of psu(2, 2|4),

δg = Λg. We can calculate the conserved currents related to this symmetry using standard

Noether method. The currents are given by

j =g

(
J2 +

3

2
J3 +

1

2
J1 − 2N

)
g−1 = gAg−1, (2.62)

j̄ =g

(
J̄2 +

1

2
J̄3 +

3

2
J̄1 − 2N̂

)
g−1 = gĀg−1. (2.63)

They should be free of divergences. To see that this is the case, it is easier to compute

by parts:

〈j〉 =〈g〉Ag−1
0 + 〈g, A〉g−1

0 + 〈gA, g−1〉+ g0〈A, g−1〉+ g0A〈g−1〉+ g0〈A〉g−1
0 . (2.64)

We have defined 〈AB, C〉 as usual, but taking B as a classical field, thus 〈AB, C〉 =
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〈A,BC〉. From (2.202) we get 〈A〉 = 0, and using (2.201) we obtain

〈g〉Ag−1
0 + 〈gA, g−1〉+ g0A〈g−1〉 =

1

2
g0〈[[A, X] , X]〉g−1

0

=
1

2
g0

(
[[A, Tm] , Tn]ηmn + {[A, Tα̂], Tα}ηαα̂

−{[A, Tα], Tα̂}ηαα̂
)
g−1

0 . (2.65)

For the currents, using the results (2.207-2.212),

g−1
0 〈g, J1〉+ 〈J1, g

−1〉g0 =− {[J2, Tα̂], Tα}ηαα̂ − {[J3, Tα̂], Tα}ηαα̂ + {[N , Tα̂], Tα}ηαα̂,

(2.66)

g−1
0 〈g, J2〉+ 〈J2, g

−1〉g0 =− [[J3, Tm], Tn]ηmn + [[N , Tm], Tn]ηmn, (2.67)

g−1
0 〈g, J3〉+ 〈J3, g

−1〉g0 =− {[N , Tα], Tα̂}ηαα̂, (2.68)

g−1
0 〈g,N〉+ 〈N, g−1〉g0 =0, (2.69)

but we already know that {[J1,3, Ta] , Tb} gab = 0, for a = {i,m, α, α̂}, see (2.98). Thus,

g−1
0 〈j〉g0 =− 1

2
({[N , Tα̂] , Tα}+ {[N , Tα] , Tα̂}) ηαα̂

+
1

2

(
{[J2, Tm] , Tn} ηmn − {[J2, Tα] , Tα̂} ηαα̂

)
. (2.70)

By lowering all the terms in the structure coefficients, we can see that the first term is just

(fiαβ̂fjα̂β− fiα̂βfjαβ̂)ηαα̂ηββ̂, and the second term is proportional to the dual coxeter number,

see (2.96,2.97), which is 0. Thus, summing everything, we get

〈j〉 = 0. (2.71)

For the antiholomorphic current we just obtain, using the same results as before,

g−1
0 〈g, J̄1〉+ 〈J̄1, g

−1〉g0 ={[N̂ , Tα̂], Tα}ηαα̂, (2.72)
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g−1
0 〈g, J̄2〉+ 〈J̄2, g

−1〉g0 =− [[J̄1, Tm], Tn]ηmn + [[N̂ , Tm], Tn]ηmn, (2.73)

g−1
0 〈g, J̄3〉+ 〈J̄3, g

−1〉g0 ={[J̄1, Tα], Tα̂}ηαα̂ + {[J̄2, Tα], Tα̂}ηαα̂ − {[N̂ , Tα], Tα̂}ηαα̂, (2.74)

and using {[J1,3, Ta] , Tb} gab = 0 we see that doing the same as j, we arrive at 〈j̄〉 = 0.

2.4.3 b ghost

The pure spinor formalism does not have fundamental conformal ghosts. However, in a

consistent string theory, the stress-energy tensor must be BRST exact T = {Q, b}. So there

must exist a composite operator of ghost number −1 and conformal weight 2. The flat

space b-ghost was first computed in [79] and a simplified expression for it in the AdS5 × S5

background was derived in [80]. In our notation, the left and right moving b-ghosts can be

written as

b =(λλ̂)−1STr
(
λ̂[J2, J3] + {ω, λ̂}[λ, J1]

)
− STr (ωJ1) , (2.75)

b̄ =(λλ̂)−1STr
(
λ[J̄2, J̄1] + {ω̂, λ}[λ̂, J̄3]

)
− STr

(
ω̂J̄3

)
, (2.76)

where (λλ̂) = λAλ̂ÂηAÂ.

Let us first compute the divergent part of the left moving ghost; we will need the results

from (2.244) to (2.254):

〈b〉 =(λλ̂)−1STr〈λ̂[J2, J3] + {ω, λ̂}[λ, J1]〉 − (λλ̂)−2〈λλ̂〉STr
(
λ̂[J2, J3] + {ω, λ̂}[λ, J1]

)
− (λλ̂)−2〈(λλ̂), STr

(
λ̂[J2, J3] + {ω, λ̂}[λ, J1]

)
〉 − STr〈ωJ1〉, (2.77)

The 〈λλ̂〉 term is easy,

〈(λλ̂)〉 =− λAλ̂
Â
fBAif

B̂
Âj
gijηBB̂ = 0; (2.78)
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where we have used (2.98). The 〈ωJ1〉 term is also 0. The other terms are

STr〈λ̂[J2, J3]〉 =− STr
(

[λ̂, Ti]([[J2, Tj],J3] + [J2, [J3, Tj]])g
ij
)

=− STr
(

[λ̂, Ti][Tj, [J2,J3]]gij
)

= −STr
(

[
[
λ̂, Ti

]
, Tj][J2,J3]gij

)
= 0,

(2.79)

we used fiαβ̂fjα̂βg
ijηαα̂ = 0, see (2.98). The next term is

STr〈{ω, λ̂}[λ, J1]〉 =− STr
(
{[ω, Ti], [λ̂, Tj]}[λ,J1] + {ω, [λ̂, Ti]}[[λ, Tj] ,J1]

+{ω, [λ̂, Ti]}[λ, [J1, Tj]]
)
gij

=− STr
(
{ω, [λ̂, Ti]}([Tj, [λ,J1]] + [[λ, Tj],J1] + [λ, [J1, Tj]])

)
gij

=0, (2.80)

which comes from the Jacobi identity, see appendix B. The remaining terms are computed

using

λA[λ̂Â, Ti]ηAÂ =− [λA, Ti]λ̂
ÂηAÂ = {λ, λ̂}jgij, (2.81)

thus

〈(λλ̂), STr
(
λ̂[J2, J3]

)
〉 =STr

(
[λ̂, {λ, λ̂}][J2,J3]

)
+ STr

(
λ̂[[J2,J3], {λ, λ̂}]

)
= 0,

(2.82)

〈(λλ̂), STr
(
{ω, λ̂}[λ, J1]

)
〉 =STr

(
{ω, [λ̂, {λ, λ̂}]}[λ,J1]− {[ω, {λ, λ̂}], λ̂}[λ,J1]

+[{ω, λ̂}, {λ, λ̂}][λ,J1]
)

=2STr
(
{ω, [λ̂, {λ, λ̂}]}[λ,J1]

)
= 0, (2.83)

which is true due to the pure spinor condition.
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For 〈b̄〉 one needs to use the same relations from above.

2.5 Conclusions and further directions

In this paper we outlined a general method to compute the logarithmic divergences of local

operators of the pure spinor string in an AdS5 × S5 background. In the text we derived

in detail the case for operators up to classical dimension two, but the method extends to

any classical dimension. Although the worldsheet anomalous dimension is not related to a

physical observable, as in the case of N=4 SYM, physical vertex operators should not have

quantum corrections to their classical dimension. The main application of our work is to

systematize the search for physical vertex operators. We presented some consistency checks

verifying that some conserved local operators are not renormalized.

The basic example is the radius operator discussed in [80]. It has ghost number (1, 1) and

zero classical dimension. In our notation it can be written as

V = Str(λλ̂), (2.84)

If we apply the pairing rules to compute 〈V 〉 we obtain

〈V 〉 = −IgijStr([λ, Ti][λ̂, Tj]) = 0, (2.85)

where in the last equality we replaced the structure constants and used one of the identities

in the Appendix A. This can be generalized to other massless and massive vertex operators.

We plan to return to this problem in the future.

A more interesting direction is to try to organize the dilatation operator including the

higher derivative contributions. As we commented in the introduction, the difficulty here is

that the pure spinor action is not an usual coset action as in [74, 75]. However, it might still

be possible to obtain the complete one loop dilatation operator restricting to some subsector
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of the psu(2, 2|4) algebra, in a way similar as it was done for super Yang-Mills dilatation

operator [50].

2.A Notation and conventions

Here we collect the conventions and notation used in this paper. We work with euclidean

world sheet with coordinates (z, z̄).

We split the current as J = A+K. We define K = J1 + J2 + J3 ∈ psu(2, 2|4) and A = J0

belongs to the stability group algebra.3 The notation that we use for the different graded

generators is given by

J0 =J i0Ti ; J1 = Jα1 Tα ; J2 = Jm2 Tm ; J3 = J α̂3 Tα̂. (2.86)

The ghosts fields are defined as

λ =λATA ; ω = −ωAηAÂTÂ ; λ̂ = λ̂ÂTÂ ; ω̂ = ω̂B̂η
BB̂TB. (2.87)

The only non-zero Str of generators are

gij =STrTiTj, (2.88)

ηmn =STrTmTn, (2.89)

ηαα̂ =STrTαTα̂. (2.90)

For the raising and lowering of fermionic indices in the structure constants we use

fmαβ = ηαα̂f
α̂
βm and fmα̂β̂ = −ηαα̂fαβ̂m, (2.91)

3Although we did not use the K term in the main text, it will be useful from now on to use this term in
order to pack several results.
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and for the fαα̂i the rule is the same. For the bosonic case we use the standard raising/lowering

procedure.

2.B Some identities for psu(2, 2|4)

Let A, B and C be bosons, X, Y and Z fermions, then, the generalized Jacobi Identities are

[A, [B,C]] + [B, [C,A]] + [C, [A,B]] =0, (2.92)

[A, [B,X]] + [B, [X,A]] + [X, [A,B]] =0, (2.93)

{X, [Y,A]}+ {Y, [X,A]}+ [A, {X, Y }] =0, (2.94)

[X, {Y, Z}] + [Y, {Z,X}] + [Z, {X, Y }] =0. (2.95)

In this theory the dual-coxeter number is 0, this implies

[[A, Ti], Tj]g
ij − {[A, Tα], Tα̂}ηαα̂ + [[A, Tm], Tn]ηmn + {[A, Tα̂], Tα}ηαα̂ =0, (2.96)

[[X,Ti], Tj]g
ij − [{X,Tα}, Tα̂]ηαα̂ + [[X,Tm], Tn]ηmn + [{X,Tα̂}, Tα]ηαα̂ =0. (2.97)

The Jacobi identity yields fmαβfnα̂β̂η
mnηαα̂ = 0 and fiαβ̂fjα̂βg

ijηαα̂ = 0. This implies that

[[J1,3, Ti], Tj]g
ij = [[J1,3, Tn], Tm]ηmn = {[J1,3, Tα], Tα̂}ηαα̂ = {[J1,3, Tα̂], Tα}ηαα̂ =0, (2.98)

[[ω + λ+ ω̂ + λ̂, Ti], Tj]g
ij = [[ω + λ+ ω̂ + λ̂, Tn], Tm]ηmn =0, (2.99)

[{ω + λ+ ω̂ + λ̂, Tα}, Tα̂]ηαα̂ = [{ω + λ+ ω̂ + λ̂, Tα̂}, Tα]ηαα̂ =0. (2.100)

Another useful property of this theory is the pure spinor condition Eq. 2.41. Using it, it

is easy to prove that
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[
λ̂,
[
λ̂, A

]
±

]
∓

=
[
λ, [λ,A]±

]
∓ = 0. (2.101)

2.C Complete solution of the SD equation for the AdS5×

S5 pure spinor string

In this Appendix we apply the method explained in Section 2, and generalized in Section 3,

to the AdS5 × S5 superstring. Step by step, the procedure is as follows:

1. Using an expansion around a classical background, g = g0e
X , we compute all the

currents up to second order in X,

2. Expand the action (2.37) up to second order in X,

3. Write down the Schwinger-Dyson equation for the model and compute the interaction

matrix,

4. Compute the Green functions in powers of 1
k
,

5. Compute 〈φi, φj〉.

The expansion of the currents was already done in (2.42). The remaining subsections are

devoted, each one, to each of the steps listed above.

We will drop the use of the boldface notation for the background fields in this section.

All the quantum corrections come from either an x-term or a
(
δω, δλ, δω̂, δλ̂

)
-term. Thus,

every field in Sint, the F -terms, the Green’s functions and in the RHS of the pairing rules

should be treated as classical.
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2.C.1 Action

In (2.43) we showed the kinetic part of the expansion of (2.37) and we promised to show the

interaction part later, here we fulfil our promise. Up to second order in X the interaction

part is

Sint =
R2

2π

∫
d2z

[
1

2
∂̄xα1x

β
1J

m
2 fmαβ +

1

2
xα1x

β
1J

α̂
3 J̄

β̂
3 fiαα̂fjββ̂g

ij +
1

8

(
3xα1 ∂̄x

m
2 − 5∂̄xα1x

m
2

)
Jβ1 fmαβ

+
1

8
xα1x

m
2

(
−∂J̄β1 fmαβ +

[
3Jn2 J̄

α̂
3 + 5J̄n2 J

α̂
3

]
fiα̂αfjmng

ij + 3
[
Jn2 J̄

α̂
3 − J̄n2 J α̂3

]
fnαβfmβ̂α̂η

ββ̂
)

− 1

4
xα1x

α̂
3

([
J̄β1 J

β̂
3 − J

β
1 J̄

β̂
3

]
fmαβfnα̂β̂η

mn +
[
Jβ1 J̄

β̂
3 + 3J̄β1 J

β̂
3

]
fiα̂βfjαβ̂g

ij

+Jm2 J̄
n
2

[
fmαβfnα̂β̂ − fnαβfmα̂β̂

]
ηββ̂
)

+
1

2
∂xα̂3x

β̂
3 J̄

m
2 fmα̂β̂ +

1

2
xα̂3x

β̂
3J

α
1 J̄

β
1 fiαα̂fjββ̂g

ij

− 1

2
xm2 x

n
2

([
Jα1 J̄

α̂
3 − J̄α1 J α̂3

]
fmαβfnα̂β̂η

ββ̂ + Jp2 J̄
q
2fipmfjqng

ij
)

+
1

8

(
3∂xm2 x

α̂
3

−5xm2 ∂x
α̂
3

)
J̄ β̂3 fmα̂β̂ +

1

8
xm2 x

α̂
3

(
−∂̄J β̂3 fmα̂β̂

+3
[
J̄α1 J

n
2 − Jα1 J̄n2

]
fmαβfnα̂β̂η

ββ̂ +
[
3Jα1 J̄

n
2 + 5J̄α1 J

n
2

]
fiαα̂fjmng

ij
)

− δ2(N iN̂ j)gij − xα1
(
δN iJ̄ α̂3 + δN̂ iJ α̂3

)
fiαα̂ + xm2

(
δN iJ̄n2 + δN̂ iJn2

)
fimn

− xα̂3
(
δN iJ̄α1 + δN̂ iJα1

)
fiαα̂ −

1

2
xα1x

β
1

(
N iJ̄m2 + N̂ iJm2

)
fmαµfiβµ̂η

µµ̂

− 1

2
xα1x

m
2

(
N iJ̄β1 + N̂ iJβ1

) (
fipmfqαβη

pq + fiαµ̂fmβµη
µµ̂
)

+
1

2

(
∂xα1x

α̂
3 − xα1∂xα̂3

)
N̂ ifiαα̂ +

1

2
xm2

(
∂̄xn2N

i + ∂xn2N̂
i
)
fimn

− 1

2
xm2 x

α̂
3

(
N iJ̄ β̂3 + N̂ iJ β̂3

)(
fipmfqα̂β̂η

pq − fiα̂µfmβ̂µ̂η
µµ̂
)

+
1

2
xα̂3x

β̂
3

(
N iJ̄m2 + N̂ iJm2

)
fmα̂µ̂fiµβ̂η

µµ̂ +
1

2

(
∂̄xα1x

α̂
3 − xα1 ∂̄xα̂3

)
N ifiαα̂

]
, (2.102)

with

N i =− ωAλBηAB̂f iBB̂, (2.103)

N̂ i =ω̂Âλ̂
B̂ηAÂf i

BB̂
, (2.104)

δN i =(δωAλ
B + ωAδλ

B)ηAB̂f i
BB̂
, (2.105)
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δN̂ i =(δω̂Âλ̂
B̂ + ω̂Âδλ̂

B̂)ηAÂf i
BB̂
, (2.106)

δ2(N iN̂ j) =δN iδN̂ j − δωAδλBηAB̂f iBB̂N̂
j +N iδω̂Âδλ̂

B̂ηBÂf j
BB̂
. (2.107)

The lack of covariant derivatives is, as explained previously, because the pure spinor sigma

model is anomaly free. This means that physical quantities only appear in gauge invariant

expressions, thus the interchange ∂ ↔ ∇ can be done at any moment in our computation. A

more detailed explanation can be found in Subsection 3.2.

2.C.2 Schwinger-Dyson equation and the Interaction Matrix

The Schwinger-Dyson equation in momentum space for (2.37) reads

GαΛ =
2π

R2

ηαΛ

|k|2
+

1

|k|2
(ik∂̄ + ik̄∂ + �)GαΛ − ηαΩ

|k|2
FΣΩG

ΣΛ, (2.108)

GmΛ =
2π

R2

ηmΛ

|k|2
+

1

|k|2
(ik∂̄ + ik̄∂ + �)GαΛ − ηmΩ

|k|2
FΣΩG

ΣΛ, (2.109)

Gα̂Λ =− 2π

R2

ηα̂Λ

|k|2
+

1

|k|2
(ik∂̄ + ik̄∂ + �)GαΛ +

ηΩα̂

|k|2
FΣΩG

ΣΛ, (2.110)

G Λ
A =

2π

R2

i

k̄
δΛ
A +

i

k̄
∂̄G Λ

A −
i

k̄
FΣAG

ΣΛ, (2.111)

GBΛ =− 2π

R2

i

k̄
δBΛ +

i

k̄
∂̄GBΛ +

i

k̄
F B

Σ GΣΛ, (2.112)

G Λ
Â

=
2π

R2

i

k
δΛ
Â

+
i

k
∂G Λ

Â
− i

k
FΣÂG

ΣΛ, (2.113)

GB̂Λ =− 2π

R2

i

k
δB̂Λ +

i

k
∂GB̂Λ +

i

k
F B̂

Σ GΣΛ, (2.114)

where Λ = {α,m, α̂, A, A, Â, Â}.

The interaction matrix is given by

FΣΩ(x, y) =

←−
δ

←−
δ ΦΣ(y)

δSint
δΦΩ(x)

. (2.115)

The directional derivative means that we compute the functional derivative of Sint with
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respect to ΦΣ acting from right to left. Because we are working in momentum space is useful

to write also F in momentum space, for that reason the equation we work with is

FΛΩ(x, k)f(x) =

∫
d2y

←−
δ

←−
δ ΦΣ(y)

δSint
δΦΩ(x)

exp(iky)f(y). (2.116)

Note that the f(y) stands for the previous Green’s function and the exponential came

from the Fourier Transform. The directional derivative has the same meaning as above.

We organize the interaction matrix by the Z4 charge of its indices, and in the end we add

the ghosts contributions.

The first we compute the FαΛ terms of the matrix:

Fαβ =− Jm2 (ik̄ + ∂̄)fmαβ −
1

2
∂̄Jm2 fmαβ −

1

2
J α̂3 J̄

β̂
3

(
fiαα̂fjββ̂ − fiβα̂fjαβ̂

)
gij

+
1

2

(
N iJ̄m2 + N̂ iJm2

)
(fmαµfiβµ̂ − fmβµfiαµ̂) ηµµ̂, (2.117)

Fαm =Jβ1
(
ik̄ + ∂̄

)
fmαβ +

1

8

(
∂J̄β1 + 3∂̄Jβ1

)
fmαβ −

1

8

(
3Jn2 J̄

α̂
3 + 5J̄n2 J

α̂
3

)
fiα̂αfjmng

ij (2.118)

− 3

8

(
Jn2 J̄

α̂
3 − J̄n2 J α̂3

)
fnαβfmβ̂α̂η

ββ̂ +
1

2

(
N iJ̄β1 − N̂ iJβ1

) (
fipmfqαβη

pq + fiαµ̂fmβµη
µµ̂
)

Fαα̂ =−N ifiαα̂
(
ik̄ + ∂̄

)
− N̂ ifiαα̂ (ik + ∂) +

1

4

(
J̄β1 J

β̂
3 − J

β
1 J̄

β̂
3

)
fmαβfnα̂β̂η

mn

+
1

4

(
Jβ1 J̄

β̂
3 + 3J̄β1 J

β̂
3

)
fiα̂βfjαβ̂g

ij +
1

4
Jm2 J̄

n
2

(
fmαβfnα̂β̂ − fnαβfmα̂β̂

)
ηββ̂, (2.119)

FαB =− ωAJ̄ α̂3 AAB αα̂ = −FBα, (2.120)

F A
α =− λBJ̄ α̂3 AAB αα̂ = −FA

α, (2.121)

FαB̂ =ω̂ÂJ
α̂
3 A

A
B αα̂ = −FB̂α, (2.122)

F Â
α =λ̂B̂J α̂3 A

A
B αα̂ = −F Â

α. (2.123)

The terms of the FmΛ kind are

Fmα =Jβ1
(
ik̄ + ∂̄

)
fmαβ +

1

2

(
N iJ̄β1 + N̂ iJβ1

) (
fipmfqαβη

pq + fiαµ̂fmβµη
µµ̂
)
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+
1

8

(
3Jn2 J̄

α̂
3 + 5J̄n2 J

α̂
3

)
fiα̂αfjmng

ij +
3

8

(
Jn2 J̄

α̂
3 − J̄n2 J α̂3

)
fnαβfmβ̂α̂η

ββ̂

+
1

8

(
5∂̄Jβ1 − ∂J̄

β
1

)
fmαβ, (2.124)

Fmn =N ifimn
(
ik̄ + ∂̄

)
+ N̂ ifimn (ik + ∂)

− 1

2

(
Jα1 J̄

α̂
3 − J̄α1 J α̂3

)
(fmαβfnα̂β̂ + fnαβfmα̂β̂)ηββ̂ − 1

2
Jp2 J̄

q
2 (fipmfjqn + fipnfjqm)gij,

(2.125)

Fmα̂ =J̄ β̂3 fmα̂β̂ (ik + ∂) +
1

8

(
5∂J̄ β̂3 − ∂̄J

β̂
3

)
fmα̂β̂ +

3

8

(
J̄α1 J

n
2 − Jα1 J̄n2

)
fmαβfnα̂β̂η

ββ̂ (2.126)

+
1

8

(
3Jα1 J̄

n
2 + 5J̄α1 J

n
2

)
fiαα̂fjmng

ij +
1

2

(
N iJ̄ β̂3 + N̂ iJ β̂3

)(
fipmfqα̂β̂η

pq − fiα̂µfmβ̂µ̂η
µµ̂
)
,

FmB =− ωAJ̄n2 AAB mn = FBm, (2.127)

F A
m =− λBJ̄n2 AAB mn = FB

m, (2.128)

FmB̂ =ω̂ÂJ
n
2 A

A
B mn = FB̂m, (2.129)

F Â
m =λB̂Jn2 A

A
B mn = F Â

m. (2.130)

The last contribution from the non-ghost terms is given by the Fα̂Λ elements:

Fα̂α =−N ifiαα̂
(
ik̄ + ∂̄

)
− N̂ ifiαα̂ (ik + ∂)− 1

4

(
Jβ1 J

β̂
3 − J

β
1 J̄

β̂
3

)
fmαβfnα̂β̂η

mn

− 1

4

(
Jβ1 J̄

β̂
3 + 3J̄β1 J

β̂
3

)
fiα̂βfjαβ̂g

ij − 1

4
Jm2 J̄

n
2

(
fmαβfnα̂β̂ − fnαβfmα̂β̂

)
ηββ̂, (2.131)

Fα̂m =J̄ β̂3 fmα̂β̂ (ik + ∂) +
1

8

(
3∂J̄ β̂3 + ∂̄J β̂3

)
fmα̂β̂ −

3

8

(
J̄α1 J

n
2 − Jα1 J̄n2

)
fmαβfnα̂β̂η

ββ̂ (2.132)

− 1

8

(
3Jα1 J̄

n
2 + 5J̄α1 J

n
2

)
fiαα̂fjmng

ij − 1

2

(
N iJ̄ β̂3 + N̂ iJ β̂3

)(
fipmfqα̂β̂η

pq − fiα̂µfmβ̂µ̂η
µµ̂
)
,

Fα̂β̂ =− J̄m2 (ik + ∂) fmα̂β̂ −
1

2
∂J̄m2 fmα̂β̂ −

1

2
Jα1 J̄

β
1

(
fiαα̂fjββ̂ − fiβα̂fjαβ̂

)
gij

− 1

2

(
N iJ̄m2 + N̂ iJm2

)(
fmα̂µ̂fiµβ̂ − fmβ̂µ̂fiµα̂

)
ηµµ̂, (2.133)

Fα̂B =− ωAJ̄α1 AAB αα̂ = −FBα̂, (2.134)

F A
α̂ =− λBJ̄α1 AAB αα̂ = −FA

α̂, (2.135)

Fα̂B̂ =ω̂ÂJ
α
1 A

A
B αα̂ = −FB̂α̂, (2.136)

Fα̂B =λÂJα1 A
A
B αα̂ = −F B̂

α̂. (2.137)
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Finally we compute the pure ghost terms, and we save some trees by not adding the

symmetric terms already listed:

F A
B =N̂B

A = FA
B, (2.138)

F Â
B =ωAλ̂

B̂AAÂ
BB̂

= F Â
B, (2.139)

FBB̂ =ωAω̂ÂA
AÂ
BB̂

= FBÂ, (2.140)

FA
B̂

=λBω̂ÂA
AÂ
BB̂

= F A
B̂
, (2.141)

FAÂ =λBλ̂B̂AAÂ
BB̂

= F ÂA, (2.142)

F Â
B̂

=N Â
B̂

= F Â
B̂
, (2.143)

where we have defined

AAÂ
BB̂

=ηAĈηCÂf i
BĈ
f j
B̂C
gij, (2.144)

N̂B
A =ω̂Âλ̂

B̂AAÂ
BB̂
, (2.145)

N B̂
Â

=ωAλ
BAAÂ

BB̂
. (2.146)

2.C.3 Green functions

With all the previous results, we begin the computation of the Green’s Functions as a power

series in 1/k. We follow the prescription given in (2.52). The Green functions are presented

order by order, which makes the reading easier.

The only contributions of order 1/k come from the ghosts propagators

G B
1A =

2π

R2

i

k̄
δBA = −GB

1 A, (2.147)

G B̂
1Â

=
2π

R2

i

k
δB̂
Â

= −GB̂
1 Â
. (2.148)
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For the 1/k2 terms, we have a contribution from the non-ghosts propagators

Gαα̂
2 =

2π

R2

1

|k|2
ηαα̂ = −Gα̂α

2 , (2.149)

Gmn
2 =

2π

R2

1

|k|2
ηmn, (2.150)

and another from the ghost interactions

G B
2A =− i

k̄

(
F C
A G B

1C

)
=

2π

R2

1

k̄2
N̂B
A = GB

2 A, (2.151)

G2AÂ =− i

k̄

(
FAĈG

Ĉ
1 Â

)
= −2π

R2

1

|k|2
ωBω̂B̂A

BB̂
AÂ

= G2ÂA, (2.152)

G B̂
2A =− i

k̄

(
F Ĉ
A G B̂

1Ĉ

)
=

2π

R2

1

|k|2
ωBλ̂

ÂABB̂
AÂ

= GB̂
2 A, (2.153)

GB
2 Â

=
i

k̄

(
FB

Ĉ
GĈ

1 Â

)
=

2π

R2

1

|k|2
λAω̂B̂A

BB̂
AÂ

= GB
2Â
, (2.154)

GBB̂
2 =

i

k̄

(
FBĈG B̂

1Ĉ

)
= −2π

R2

1

|k|2
λAλ̂ÂABB̂

AÂ
= GB̂B

2 , (2.155)

G B̂
2Â

=− i

k

(
F Ĉ
Â
G B̂

1Ĉ

)
=

2π

R2

1

k2
N B̂
Â

= GB̂
2 Â
. (2.156)

At order 1/k3 we have interaction between the non-ghost fields. We organize these terms

in the same order as in the previous section, when GΛΩ = cGΩΛ, with c = ±1 we only list

the first term.

Using the given prescription, we find that the GαΛ
3 terms are

Gαβ
3 =− ηαα̂

|k|2
(
Fβ̂α̂G

β̂β
2

)
= −2π

R2

i

|k|2
J̄m2
k̄
fmα̂β̂η

αα̂ηββ̂, (2.157)

Gαm
3 =− ηαα̂

|k|2
(Fnα̂G

nm
2 ) = −2π

R2

i

|k|2
J̄ β̂3
k̄
fnα̂β̂η

αα̂ηmn = −Gmα
3 , (2.158)

Gαα̂
3 =− ηαβ̂

|k|2
(
Fββ̂G

βα̂
2

)
=

2π

R2

i

|k|2

(
N i

k
+
N̂ i

k̄

)
fiββ̂η

αβ̂ηβα̂ = Gα̂α
3 , (2.159)

Gα
3 A =− ηαα̂

|k|2
(
FBα̂G

B
1 A

)
=

2π

R2

i

|k|2
J̄β1
k̄
ωBA

B
A βα̂η

αα̂ = −G α
3A , (2.160)

GαB
3 =− ηαα̂

|k|2
(
FA

α̂G
B

1A

)
= −2π

R2

i

|k|2
J̄β1
k̄
λAA B

A βα̂η
αα̂ = −GBα

3 , (2.161)
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Gα
3 Â

=− ηαα̂

|k|2
(
FB̂α̂G

B̂
1 Â

)
= −2π

R2

i

|k|2
Jβ1
k
ω̂B̂A

B̂
Â βα̂

ηαα̂ = −G α
3Â
, (2.162)

GαB̂
3 =− ηαα̂

|k|2
(
F Â

α̂G
B̂

1Â

)
=

2π

R2

i

|k|2
Jβ1
k
λ̂ÂA B̂

Â βα̂
ηαα̂ = −GB̂α

3 . (2.163)

For the GmΛ
3 terms we find

Gmn
3 =− ηmp

|k|2
(FqpG

qn
2 ) = −2π

R2

i

|k|2

(
N i

k
+
N̂ i

k̄

)
fipqη

mpηnq, (2.164)

Gmα̂
3 =− ηmn

|k|2
(
FαnG

αα̂
2

)
= −2π

R2

i

|k|2
Jβ1
k
fnαβη

αα̂ηmn = −Gα̂m
3 (2.165)

Gm
3 A =− ηmn

|k|2
(
FBnG

B
1 A

)
= −2π

R2

i

|k|2
J̄p2
k̄
ωBA

B
A npη

mn = −G m
3A , (2.166)

GmB
3 =− ηmn

|k|2
(
FA

α̂G
B

1A

)
=

2π

R2

i

|k|2
J̄p2
k̄
λAA B

A npη
mn = GBm

3 , (2.167)

Gm
3 Â

=− ηmn

|k|2
(
FB̂α̂G

B̂
1 Â

)
=

2π

R2

i

|k|2
Jp2
k
ω̂B̂A

B̂
Â np

ηmn = −G m
3Â

, (2.168)

GmB̂
3 =− ηmn

|k|2
(
F Â

α̂G
B̂

1Â

)
= −2π

R2

i

|k|2
Jp2
k
λ̂ÂA B̂

Â np
ηmn = −GB̂m

3 . (2.169)

The Gα̂Λ
3 terms computed are

Gα̂β̂
3 =− 2π

R2

i

|k|2
Jm2
k
fmαβη

αα̂ηββ̂ (2.170)

Gα̂
3 A =

ηαα̂

|k|2
(
FBα̂G

B
1 A

)
= −2π

R2

i

|k|2
J̄ β̂3
k̄
ωBA

B
A β̂α

ηαα̂ = −G α̂
3A , (2.171)

Gα̂B
3 =

ηαα̂

|k|2
(
FA

α̂G
B

1A

)
=

2π

R2

i

|k|2
J̄ β̂3
k̄
λAA B

A β̂α
ηαα̂ = −GBα̂

3 , (2.172)

Gα̂
3 Â

=
ηαα̂

|k|2
(
FB̂α̂G

B̂
1 Â

)
=

2π

R2

i

|k|2
J β̂3
k
ω̂B̂A

B̂
Â β̂α

ηαα̂ = −G α̂
3Â
, (2.173)

Gα̂B̂
3 =

ηαα̂

|k|2
(
F Â

α̂G
B̂

1Â

)
= −2π

R2

i

|k|2
J β̂3
k
λ̂ÂA B̂

Â β̂α
ηαα̂ = −GB̂α̂

3 , (2.174)

(2.175)
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The G3 with only ghost indices are

G3AC =− 2π

R2

i

|k|2
1

k̄
ωBωDλ̂

Âω̂B̂

[
ABĈ
AÂ
ADB̂
CĈ
− ABB̂

AĈ
ADĈ
CÂ

]
, (2.176)

G3A
B =

2π

R2

i

k̄3

(
δDA ∂̄ − N̂D

A

)
N̂B
D +

2π

R2

i

|k|2
1

k̄
ωDλ

C λ̂Âω̂B̂

[
ADB̂
AĈ
ABĈ
CÂ
− ADĈ

AÂ
ABB̂
CĈ

]
, (2.177)

G3AÂ =− 2π

R2

i

|k|2
1

k̄

(
δDA ∂̄ − N̂D

A

)
ωBω̂B̂A

BB̂
DÂ
− 2π

R2

i

|k|2
1

k
ωBω̂B̂N

D̂
Â
ABB̂
AD̂
, (2.178)

G B̂
3A =

2π

R2

i

|k|2
1

k̄

(
δDA ∂̄ − N̂D

A

)
ωBλ̂

ÂABB̂
DÂ
− 2π

R2

i

|k|2
1

k
ωBλ̂

ÂN B̂
D̂
ABD̂
AÂ
, (2.179)

GB
3 A =

2π

R2

i

k̄3

(
δBD∂̄ + N̂B

D

)
N̂D
A +

2π

R2

i

|k|2
1

k̄
ωDλ

C λ̂Âω̂B̂

[
ADĈ
AÂ
ABB̂
CĈ
− ADB̂

AĈ
ABĈ
CÂ

]
, (2.180)

GBD
3 =

2π

R2

i

|k|2
1

k̄
λAλC λ̂Âω̂B̂

[
ABĈ
AÂ
ADB̂
CĈ
− ABB̂

AĈ
ADĈ
CÂ

]
, (2.181)

GB
3 Â

=
2π

R2

i

k̄

1

|k|2
(
δBD∂̄ + N̂B

D

)
λAω̂B̂A

BB̂
AÂ

+
2π

R2

i

|k|2
1

k
λAω̂B̂N

D̂
Â
ABB̂
AD̂
, (2.182)

GBB̂
3 =− 2π

R2

i

k̄

1

|k|2
(
δBD∂̄ + N̂B

D

)
λAλ̂ÂABB̂

AÂ
+

2π

R2

i

|k|2
1

k
λAλ̂ÂN B̂

D̂
ABD̂
AÂ
, (2.183)

G3ÂA =
2π

R2

i

|k|2
1

k

(
−δD̂

Â
∂ +N D̂

Â

)
ωBω̂B̂A

BB̂
AÂ
− 2π

R2

i

|k|2
1

k̄
ωBω̂B̂N̂

D
AA

BB̂
DÂ
, (2.184)

G3Â
B =− 2π

R2

i

|k|2
1

k

(
−δD̂

Â
∂ +N D̂

Â

)
λAω̂B̂A

BB̂
AÂ
− 2π

R2

i

|k|2
1

k̄
λAω̂B̂N̂

B
CA

CB̂
AÂ
, (2.185)

G3ÂĈ =
2π

R2

i

|k|2
1

k
ω̂B̂ω̂D̂λ

AωB

[
ACB̂
AÂ
ABD̂
CĈ
− ABB̂

CÂ
ACD̂
AĈ

]
, (2.186)

G3Â
B̂ =− 2π

R2

i

k3

(
−δD̂

Â
∂ +N D̂

Â

)
N B̂
D̂

+
2π

R2

i

|k|2
1

k
ω̂D̂λ̂

ĈλAωB

[
ABD̂
CÂ
ACB̂
AĈ
− ACD̂

AÂ
ABB̂
CĈ

]
,

(2.187)

GB̂
3 A =

2π

R2

i

|k|2
1

k

(
δB̂
D̂
∂ +N B̂

D̂

)
ωBλ̂

ÂABD̂
AÂ

+
2π

R2

i

|k|2
1

k̄
ωBλ̂

ÂN̂C
AA

BB̂
CÂ
, (2.188)

GB̂B
3 =− 2π

R2

i

|k|2
1

k

(
δB̂
D̂
∂ +N B̂

D̂

)
λAλ̂ÂABD̂

AÂ
+

2π

R2

i

|k|2
1

k̄
λAλ̂ÂN̂B

AA
CB̂
AÂ
, (2.189)

GB̂
3 Â =

2π

R2

i

k3

(
δB̂
D̂
∂ +N B̂

D̂

)
N D̂
Â
− 2π

R2

i

|k|2
1

k
ω̂D̂λ̂

ĈλAωB

[
ACB̂
AĈ
ABD̂
CÂ
− ABB̂

CĈ
ACB̂
AÂ

]
, (2.190)

GB̂D̂
3 =

2π

R2

i

|k|2
1

k
λ̂Âλ̂ĈλAωB

[
ACB̂
AÂ
ABD̂
CĈ
− ABB̂

CÂ
ACD̂
AĈ

]
. (2.191)

The 1/k4 terms are needed when we compute terms with two derivatives. Since we are
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not computing anything with two derivatives and at least one ghost field, we don’t list those

Green’s functions. The GαΛ
4 terms are:

Gαβ
4 =

2π

R2

1

|k|2k̄2

(
∂̄J̄m2 fmα̂β̂ + J̄m2 N̂

i
[
fiµα̂fmµ̂β̂ − fiµβ̂fmµ̂α̂

]
ηµµ̂ + J̄ µ̂3 J̄

ν̂
3 fmα̂µ̂fnβ̂ν̂η

mn
)
ηαα̂ηββ̂

+
2π

R2

1

|k|4

(
1

2
∂J̄m2 fmα̂β̂ +

1

2
Jµ1 J̄

ν
1 g

ij
(
fiµα̂fjνβ̂ − fiνα̂fjµβ̂

)
+

1

2

[
−J̄m2 N i + Jm2 N̂

i
] (
fmα̂µ̂fiµβ̂ − fmβ̂µ̂fiµα̂

)
ηµµ̂
)
ηαα̂ηββ̂, (2.192)

Gαm
4 =

2π

R2

1

|k|2k̄2

[
∂̄J̄ β̂3 fnα̂β̂ + J̄ β̂3 N̂

i
(
fpα̂β̂finqη

pq + fnµ̂β̂fiµα̂η
µµ̂
)]
ηmnηαα̂

+
2π

R2

1

|k|4

[
1

8

(
3∂J̄ β̂3 + ∂̄J β̂3

)
fnα̂β̂ −

1

2
(3N iJ̄ β̂3 + N̂ iJ β̂3 )

(
fipnfqα̂β̂η

pq − fiα̂µfnβ̂µ̂η
µµ̂
)

−1

8

[
5J̄β1 J

p
2 + 3Jβ1 J̄

p
2

]
fiβα̂fjnpg

ij − 1

8

[
3J̄β1 J

p
2 + 5Jβ1 J̄

p
2

]
fnβµfpα̂µ̂η

µµ̂

]
ηαα̂ηmn,

(2.193)

Gαα̂
4 =

2π

R2

1

|k|2k2

[
−∂N ifiββ̂ −N

iN jfiµβ̂fjβµ̂η
µµ̂
]
ηαβ̂ηβα̂

+
2π

R2

1

|k|2k̄2

[
−∂̄N̂ ifiββ̂ − N̂

iN̂ jfiµβ̂fjβµ̂η
µµ̂
]
ηαβ̂ηβα̂

+
2π

R2

1

|k|4

[
−
(
N iN̂ j +N jN̂ i

)
fiµβ̂fjµ̂βη

µµ̂ +
1

4
Jm2 J̄

n
2

(
3fmµβfnβ̂µ̂ + fnµβfmβ̂µ̂

)
ηµµ̂

+
1

4
Jµ1 J̄

µ̂
3

(
5fmµβfnµ̂β̂η

mn − fiµβ̂fjµ̂βg
ij
)
− 1

4
J̄µ1 J

µ̂
3

(
fmµβfnµ̂β̂η

mn + 3fiµβ̂fjµ̂βg
ij
)]

ηαβ̂ηβα̂.

(2.194)

The GmΛ
4 Green’s functions are

Gmn
4 =

2π

R2

1

|k|2k̄2

[
∂̄N̂ ifipq − N̂ iN̂ jfirpfjsqη

rs
]
ηnqηmp

+
2π

R2

1

|k|2k2

[
∂N ifipq −N iN jfirpfjsqη

rs
]
ηnqηmp

+
2π

R2

1

|k|4
ηmpηnq

[
−
(
N iN̂ j +N jN̂ i

)
firpfjsqη

rs +
1

2
Jr2 J̄

s
2 (firpfjsq + firqfjsp) g

ij

−1

2

(
Jα1 J̄

α̂
3 + J̄α1 J

α̂
3

) (
fqαβfpα̂β̂ + fpαβfqα̂β̂

)
ηββ̂
]
, (2.195)

Gα̂m
4 =

2π

R2

1

|k|2k2

[
−∂Jβ1 fnαβ + Jβ1 N

i
(
fipnfqαβη

pq + fnµβfiµ̂αη
µµ̂
)]
ηmnηαα̂



2.C. COMPLETE SOLUTION OF THE ... 45

+
2π

R2

1

|k|4

[
−1

8

(
3∂̄Jβ1 + ∂J̄β1

)
fnαβ +

1

2

(
N iJ̄β1 + 3N̂ iJβ1

) (
fipnfqαβη

pq + fiαµ̂fnβµη
µµ̂
)

+
1

8

(
3Jp2 J̄

β̂
3 + 5J̄p2J

β̂
3

)
fiαβ̂fjnpg

ij − 1

8

(
5Jp2 J̄

β̂
3 + 3J̄p2J

β̂
3

)
fpαµfnβ̂µ̂η

µµ̂

]
ηαα̂ηnm.

(2.196)

Finally, we list the Gα̂β̂
4 term

Gα̂β̂
4 =

2π

R2

1

|k|2k2

[
∂Jm2 fmαβ + Jm2 N

i (fmαµfiβµ̂ − fmβµfiαµ̂) ηµµ̂ + Jµ1 J
ν
1 fmαµfnβνη

mn
]
ηαα̂ηββ̂

+
2π

R2

1

|k|4

[
1

2
∂̄Jm2 fmαβ +

1

2
J µ̂3 J̄

ν̂
3

(
fiµ̂αfjν̂β − fiµ̂βfjν̂αgij

)
+

1

2

(
N iJ̄m2 − N̂ iJm2

)
(fmβµfiαµ̂ − fmαµfiβµ̂) ηµµ̂

]
ηαα̂ηββ̂. (2.197)

The reason we don’t compute terms such as Gα̂m
4 is that we can deduce their contribution

from the relation 〈∂X∂X〉 = ∂〈X∂X〉 − 〈X∂∂X〉, as explained in section 2.

2.C.4 Pairing rules

We split the current in its gauge part J0 and the vielbein K:

J =J0 +K, (2.198)

K =J1 + J2 + J3. (2.199)

We also join the quantum fluctuations into a single term

X = x1 + x2 + x3. (2.200)

The following is the list of all divergent parts up to two derivatives. The order of the

results is: first terms with no derivatives, then the currents, then one X with one current, and

finally two currents. Finally, we list the pairing rules involving ghost fields. The definition

of I in this appendix is I = −1/(2R2ε).
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The non-vanishing terms with no derivatives are the ones given by the first term in the

Schwinger-Dyson equation:

〈x1, x3〉 = −TαTα̂ηαα̂ and 〈x2, x2〉 = TmTnη
mn. (2.201)

Now we show the divergent part of the currents:

〈K〉 =〈K̄〉 = 〈N〉 = 〈N̂〉 = 0, (2.202)

〈J0〉 =− I

2

(
{[N, Tα̂], Tα}ηαα̂ − {[N, Tα], Tα̂}ηαα̂ + [[N, Tm], Tn]ηmn

)
, (2.203)

〈J̄0〉 =− I

2

(
{[N̂ , Tα̂], Tα}ηαα̂ − {[N̂ , Tα], Tα̂}ηαα̂ + [[N̂ , Tm], Tn]ηmn

)
. (2.204)

For one X with one current, we find that the simplest current is J0

〈X, J0〉 =− I[K,Tj]Tkg
jk, (2.205)

〈X, J̄0〉 =− I[K̄, Tj]Tkg
jk, (2.206)

for the other currents we find

〈x1, J1〉 =− I[J2, Tα̂]Tαη
αα̂, 〈x2, J1〉 = I[J3, Tα̂]Tαη

αα̂, 〈x3, J1〉 =I[N, Tα̂]Tαη
αα̂, (2.207)

〈x1, J̄1〉 =0, 〈x2, J̄1〉 = 0, 〈x3, J̄1〉 =I[N̂ , Tα̂]Tαη
αα̂, (2.208)

〈x1, J2〉 =− I[J3, Tm]Tnη
mn, 〈x2, J2〉 = I[N, Tm]Tnη

mn, 〈x3, J2〉 =0, (2.209)

〈x1, J̄2〉 =0, 〈x2, J̄2〉 = I[N̂ , Tm]Tnη
mn, 〈x3, J̄2〉 =I[J̄1, Tm]Tnη

mn, (2.210)

〈x1, J3〉 =− I[N, Tα]Tα̂η
αα̂, 〈x2, J3〉 = 0, 〈x3, J3〉 =0, (2.211)

〈x1, J̄3〉 =− I[N̂ , Tα]Tα̂η
αα̂, 〈x2, J̄3〉 = I[J̄1, Tα]Tα̂η

αα̂, 〈x3, J̄3〉 =I[J̄2, Tα]Tα̂η
αα̂. (2.212)

Now we show the divergent part of two currents. The first group are the 〈J0, ·〉 terms:

〈J0, J0〉 =I[J1, Tα̂][J3, Tα]ηαα̂ − I[J3, Tα][J1, Tα̂]ηαα̂ + I[J2, Tm][J2, Tn]ηmn, (2.213)
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〈J0, J1〉 =− I[J1, Tα̂][N, Tα]ηαα̂ − I[J3, Tα][J2, Tα̂]ηαα̂ + I[J2, Tm][J3, Tn]ηmn, (2.214)

〈J0, J̄1〉 =− I[J1, Tα̂][N̂ , Tα]ηαα̂, (2.215)

〈J0, J2〉 =− I[J3, Tα][J3, Tα̂]ηαα̂ − I[J2, Tm][N, Tn]ηmn, (2.216)

〈J0, J̄2〉 =I[J1, Tα̂][J̄1, Tα]ηαα̂ − I[J2, Tm][N̂ , Tn]ηmn, (2.217)

〈J0, J3〉 =I[J3, Tα][N, Tα̂]ηαα̂, (2.218)

〈J0, J̄3〉 =I[J3, Tα][N̂ , Tα̂]ηαα̂ + I[J1, Tα̂][J̄2, Tα]ηαα̂ + I[J2, Tm][J̄1, Tn]ηmn. (2.219)

The 〈J1, ·〉 terms are

〈J1, J1〉 =− I ([J2, Tα̂][N, Tα]− [N, Tα][J2, Tα̂]) ηαα̂ + [J3, Tm][J3, Tn]ηmn, (2.220)

〈J̄1, J̄1〉 =0, (2.221)

〈J1, J̄1〉 =
I

2
[∂J2, Tα̂]Tαη

αα̂ +
I

2

(
[J1, Ti][J̄1, Tj] + [J̄1, Ti][J1, Tj]

)
gij (2.222)

+
I

2

(
−[J̄2, Tα̂][N, Tα]− [J2, T α̂][N̂ , Tα] + 3[N, Tα][J̄2, Tα̂]− [N̂ , Tα][J2, Tα̂]

)
ηαα̂,

〈J̄1, J1〉 =− I

2
[∂J2, Tα̂]Tαη

αα̂ +
I

2

(
[J1, Ti][J̄1, Tj] + [J̄1, Ti][J1, Tj]

)
gij (2.223)

+
I

2

(
−[J̄2, Tα̂][N, Tα]− [J2, Tα̂][N̂ , Tα] + 3[N̂ , Tα][J2, Tα]− [N, Tα][J̄2, Tα̂]

)
ηαα̂,

〈J1, J2〉 =I[N, Tα][J2, Tα̂]ηαα̂ + [J3, Tm][J3, Tn]ηmn, (2.224)

〈J̄1, J̄2〉 =0, (2.225)

〈J1, J̄2〉 =
I

8
[5∂J̄3 − ∂̄J3, Tm]Tnη

mn +
I

8

(
11[J2, Tα̂][J̄1, Tα] + 5[J̄2, Tα̂][J1, Tα]

)
ηαα̂

+
I

8

(
5[J̄1, Ti][J2, Tj] + 3[J1, Ti][J̄2, Tj]

)
gij − I

2

(
[N, Ta][J̄3, Tα̂] + [N̂ , Tα][J3, Tα̂]

)
ηαα̂

+
I

2

(
3[J̄3, Tm][N, Tn]− [J3, Tm][N̂ , Tn]

)
ηmn, (2.226)

〈J̄1, J2〉 =− I

8
[3∂J̄3 + ∂̄J3, Tm]Tnη

mn +
3I

8

(
[J2, Tα̂][J̄1, Tα]− [J̄2, Tα̂][J1, Tα]

)
ηαα̂

+
I

8

(
5[J̄1, Ti][J2, Tj] + 3[J1, Ti][J̄2, Tj]

)
gij − I

2

(
3[N, Ta][J̄3, Tα̂]− [N̂ , Tα][J3, Tα̂]

)
ηαα̂

+
I

2

(
[J̄3, Tm][N, Tn] + [J3, Tm][N̂ , Tn]

)
ηmn, (2.227)

〈J1, J3〉 =− I[N, Tα][N, Tα̂]ηαα̂, (2.228)
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〈J̄1, J̄3〉 =− I[N̂ , Tα][N̂ , Tα̂]ηαα̂, (2.229)

〈J1, J̄3〉 =− I
(

[N, Tα][N̂ , Tα̂] + [N̂ , Tα][N, Tα̂]
)
ηαα̂ +

I

4

(
3[J̄2, T α̂][J2, Ta] + 5[J2, Tα̂][J̄2, Tα]

)
ηαα̂

+
I

4

(
5[J̄3, Tm][J1, Tn] + 3[J3, Tm][J1, Tn]

)
ηmn +

I

4

(
[J1, Ti][J̄3, Tj] + 3[J̄1, Ti][J3, Tj]

)
gij,

(2.230)

〈J̄1, J3〉 =− I
(

[N, Tα][N̂ , Tα̂] + [N̂ , Tα][N, Tα̂]
)
ηαα̂ − I

4

(
[J̄2, T α̂][J2, Ta]− [J2, Tα̂][J̄2, Tα]

)
ηαα̂

+
I

4

(
[J̄3, Tm][J1, Tn]− [J3, Tm][J1, Tn]

)
ηmn +

I

4

(
[J1, Ti][J̄3, Tj] + 3[J̄1, Ti][J3, Tj]

)
gij.

(2.231)

We present the 〈J3, ·〉 terms before the 〈J2, ·〉 due to their similarity with the 〈J1, ·〉 terms:

〈J3, J2〉 =0, (2.232)

〈J̄3, J̄2〉 =− I[N̂ , Tα̂][J̄1, Tα]ηαα̂ − I[J̄1, Tm][N̂ , Tn]ηmn, (2.233)

〈J3, J2〉 =
I

8
[5∂̄J1 − ∂J̄1, Tm]Tnηmn − I

2

(
[J̄1, Tm][N, Tn]− 3[J1, Tm][N̂ , Tn]

)
ηmn

+
I

2

(
[N̂ , Tα̂][J1, Tα] + [N, Tα̂][J̄1, Tα]

)
ηαα̂ +

I

8

(
3[J̄3, Ti][J2, Tj] + 5[J3, Ti][J̄2, Tj]

)
gij

− I

8

(
5[J2, Tα][J̄3, Tα̂] + 11[J̄2, Tα][J3, Tα̂]

)
ηαα̂, (2.234)

〈J3, J2〉 =− I

8
[3∂̄J1 + ∂J̄1, Tm]Tnη

mn +
I

2

(
[J̄1, Tm][N, Tn] + [J1, Tm][N̂ , Tn]

)
ηmn

+
I

2

(
3[N̂ , Tα̂][J1, Tα]− [N, Tα̂][J̄1, Tα]

)
ηαα̂ +

I

8

(
3[J̄3, Ti][J2, Tj] + 5[J3, Ti][J̄2, Tj]

)
gij

+
3I

8

(
[J2, Tα][J̄3, Tα̂]− [J̄2, Tα][J3, Tα̂]

)
ηαα̂, (2.235)

〈J3, J3〉 =0, (2.236)

〈J̄3, J̄3〉 =I
(

[J̄2, Tα][N̂ , Tα̂]− [N̂ , Tα̂][J̄2, Tα]
)
ηαα̂ + I[J̄1, Tm][J̄1, Tn]ηmn, (2.237)

〈J̄3, J3〉 =− I

2
[∂̄J2, Tα]Tα̂η

αα̂ +
I

2

(
[J3, Ti][J̄3, Tj] + [J̄3, Ti][J3, Tj]

)
gij

+
I

2

(
−[N, Tα̂][J̄2, Tα]− [N̂ , Tα̂][J2, Tα] + 3[J̄2, Tα][N, Tα̂]− [J2, Tα][N̂ , Tα̂]

)
ηαα̂,

(2.238)

〈J3, J̄3〉 =
I

2
[∂̄J2, Tα]Tα̂η

αα̂ +
I

2

(
[J3, Ti][J̄3, Tj] + [J̄3, Ti][J3, Tj]

)
gij
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+
I

2

(
−3[N, Tα̂][J̄2, Tα] + [N̂ , Tα̂][J2, Tα] + [J̄2, Tα][N, Tα̂] + [J2, Tα][N̂ , Tα̂]

)
ηαα̂.

(2.239)

Finally, the remaining 〈J2, ·〉 terms:

〈J2, J2〉 =I[N, Tm][N, Tn]ηmn, (2.240)

〈J̄2, J̄2〉 =I[N̂ , Tm][N̂ , Tn]ηmn, (2.241)

〈J̄2, J2〉 =− I
(

[N, Tm][N̂ , Tn] + [N̂ , Tm][N, Tn]
)
ηmn +

I

2

(
[J2, Ti][J̄2, Tj] + [J̄2, Ti][J2, Tj]

)
gij

− I

2

(
[J1, Tα][J̄3, Tα̂]− 3[J̄3, Tα̂][J1, Tα] + 3[J̄1, Tα][J3, Tα̂]− [J3, Tα̂][J̄1, Tα]

)
ηαα̂,

(2.242)

〈J2, J̄2〉 =− I
(

[N, Tm][N̂ , Tn] + [N̂ , Tm][N, Tn]
)
ηmn +

I

2

(
[J2, Ti][J̄2, Tj] + [J̄2, Ti][J2, Tj]

)
gij

+
I

2

(
[J̄3, Tα̂][J1, Tα]− 3[J1, Tα][J̄3, Tα̂] + 3[J1, Tα][J̄3, Tα̂]− [J̄1, Tα][J3, Tα̂]

)
ηαα̂.

(2.243)

The terms involving ghost fields that have vanishing anomalous dimension are

〈X,N〉 = 〈X, N̂〉 = 〈ω, λ〉 = 〈ω̂, λ̂〉 =0, (2.244)

〈ω, J〉 = 〈λ, J〉 = 〈ω̂, J̄〉 = 〈λ̂, J̄〉 =0, (2.245)

〈ω, J̄0〉 = 〈λ, J̄0〉 = 〈ω̂, J0〉 = 〈λ̂, J0〉 =0, (2.246)

〈ω,N〉 = 〈λ,N〉 = 〈ω̂, N̂〉 = 〈λ̂, N̂〉 =0, (2.247)

〈J,N〉 = 〈J̄ , N̂〉 =0. (2.248)

The expressions involving two ghosts and no derivatives are

〈ω, λ̂〉 =− I[ω, Ti][λ̂, Tj]g
ij, 〈λ, ω̂〉 = −I[λ, Ti][ω̂, Tj]g

ij, (2.249)

〈ω, ω̂〉 =− I[ω, Ti][ω̂, Tj]g
ij, 〈λ, λ̂〉 = −I[λ, Ti][λ̂, Tj]g

ij. (2.250)
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For one ghost and one current, including the ghost currents,

〈ω, K̄〉 =− I[ω, Ti][K̄, Tj]g
ij, 〈ω̂,K〉 = −I[ω̂, Ti][K,Tj]g

ij, (2.251)

〈λ, K̄〉 =− I[λ, Ti][K̄, Tj]g
ij, 〈λ̂, K〉 = −I[λ̂, Ti][K,Tj]g

ij, (2.252)

〈ω, N̂〉 =− I[ω, Ti][N̂ , Tj]g
ij, 〈ω̂, N〉 = −I[ω̂, Ti][N, Tj]g

ij, (2.253)

〈λ, N̂〉 =− I[λ, Ti][N̂ , Tj]g
ij, 〈λ̂, N〉 = −I[λ̂, Ti][N, Tj]g

ij. (2.254)

Finally, the terms with two currents, with at least one ghost current:

〈K̄,N〉 =− I[K̄, Ti][N, Tj]g
ij, (2.255)

〈K, N̂〉 =− I[K,Ti][N̂ , Tj]g
ij, (2.256)

〈N, N̂〉 =− I[N, Ti][N̂ , Tj]g
ij. (2.257)



Chapter 3

Supertwistor description of the AdS

pure spinor string

3.1 Introduction

The superstring sigma model on AdS spaces is usually described in terms of the supergroup

coset PSU(2, 2|4)/SO(1, 4) × SO(5). The classical Green-Schwarz and pure spinor formu-

lations are both well understood in terms of this coset. However for some applications, the

usual exponential parametrization of the coset elements becomes cumbersome.

In [46] Roiban and Siegel introduced another parametrization for the AdS5 × S5 coset in

terms of the supergroup GL(4|4). The usefulness of this new formulation is in the fact that

the coordinates can be represented in terms of unconstrained matrices. Furthermore, the

coordinates transform in the fundamental representation of the superconformal group, like

supertwistors.

Depending on the application intended, different sets of coordinates are more useful than

others. In the same way that global AdS coordinates and Poincaré patch are useful for

different applications. This also extends to the full superspace, e.g. chiral vs. nonchiral. The

construction of explicit vertex operators for string states depends heavily on these choices.

51
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Since the beginning of the formalism vertex operators for AdS have been discussed [81]. The

first nontrivial example was introduced in [69, 82]. Further developments can be found in

[70, 72]. The most complete description in the case of supergravity states was given in [71].

In this work the authors show that the ghost number two cohomology can be written in

terms of harmonic superspace and a direct dictionary to the dual CFT single trace operators

was obtained. The derivation is very lengthy due to the usual exponential parametrization

of the coset elements. As advocated by Siegel [83], those results could be simplified using the

GL(4|4) description. This is one of the motivations to adapt the pure spinor formalism for

this new coset. In this paper we will describe in detail how to achieve this.

This paper is organized as follows. In Section 2 we describe the coset and its basic

properties. In Section 3 the symmetries of AdS are discussed in terms of the new coset.

The full pure spinor superstring action is constructed in Section 4. In Section 5 we make a

few comments on the construction of the vertex operator related to the β-deformations. In

Section 6 we conclude the paper and discuss future lines of investigation.

3.2 The GL(4|4)/(GL(1)× Sp(2))2 coset

Roiban and Siegel proposed a description of the AdS5×S5 sigma model in terms of a coset that

can be described by standard matrices [46]. The observation is that the PSU(2, 2|4) group

is a coset by itself (not caring about reality conditions) GL(4|4)/(GL(1)×GL(1)), where the

two GL(1) groups are defined by scalar multiplication in the upper and lower blocks. Note

that the super-determinant is invariant under the action of both GL(1)’s combined. Up to

reality conditions (i.e. signature) AdS5 × S5 can be described by 1

GL(4|4)

(GL(1)× Sp(2))2
. (3.1)

1In our notation Sp(n) describes 2n× 2n matrices, e.g. Sp(1) ' SU(2).
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Note that Sp(2) = Spin(5) (under Wick rotation, Sp(1, 1) = Spin(1, 4).) Since we have a

model with spinors, it is much more natural to work with groups where the spinors transform

in the fundamental representation.

The coset elements are denoted by ZM
A where the local ΛA

B (GL(1)×Sp(2))2 transforma-

tions act on the right by simple matrix multiplication. The index M is a global GL(4|4) index.

We divide both indices under bosonic and fermionic elements M = (m, m̄) and A = (a, ā).

The Sp(2) invariant matrices will be denoted by Ωab and Ω̄āb̄. There are analog matrices

with indices up, which will be denoted by the same symbol. They all satisfy ΩΩ = −I where

I is the identity matrix with appropriate indices. We will omit explicit indices most of the

time, only making them explicit when necessary.

The left-invariant currents (invariant under global transformations) are defined by

JA
B = ZA

MdZM
B , (3.2)

where ZA
M = (ZM

A)−1.

A variation of the group element Z around a background Z0 is given by

δZM
A = ZM

BXB
A , (3.3)

where XB
A is given by

XB
A =

 Xb
a Θb

ā

Θ′
b̄
a Yb̄

ā

 . (3.4)

For these variations to be in the coset, the matrices X and Y must satisfy

XT = −ΩX Ω, Y T = −Ω̄Y Ω̄ . (3.5)
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Since these conditions do not imply that X and Y are traceless, we further impose

TrX = TrY = 0 . (3.6)

Doing this, we ensure that we work only with variations that are orthogonal to the gauge

group.

We want to relate the elements described with the Roiban-Siegel formulation and the

ones in the description using the PSU(2, 2|4)/(SO(5)×SO(1, 4)) coset for the pure spinors.

Our notation is closely related to the one adopted in [28]. By construction, it is not hard to

see the equivalence between Z and the element g ∈ PSU(2, 2|4)/(SO(5)× SO(1, 4)),

g ≡ Z . (3.7)

In order to establish the equivalence between the content of the current in both formalism,

we first identify the gauge content in our matrix formalism. Writing the block components

of J as

J =

 JX K1

K3 JY

 , (3.8)

we split the diagonal elements into three irreducible components using the Sp(2) metric Ω.

Define for a matrix Ma
b its three irreducible components,

〈M〉 =
1

2

[
M − ΩMTΩ

]
− 1

4
ITrM , (3.9)

(M) =
1

2

[
M + ΩMTΩ

]
, (3.10)

TrM . (3.11)

Usually, for any matrix, one can split it in its antisymmetric, its symmetric traceless and its

trace part. Here 〈M〉 is the Ω-antisymmetric, Ω-traceless part of M , (M) is the Ω-symmetric
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part of M , and of course TrM is the Ω-trace of M . Using those independent structures, we

can separate the element of J (3.2) that are pure gauge. we will define

KX = 〈JX〉 , AX = (JX) , aX =
1

4
TrJX , (3.12)

KY = 〈JY 〉 , AY = (JY ) , aY =
1

4
TrJY . (3.13)

AX and aX are Sp(2) and GL(1) connections respectively. By definition,

JX = KX + AX + Iax . (3.14)

By checking its transformation property, we can now relate the diagonal elements in (3.8)

with the gauge part of current in the psu(2, 2|4) algebra,

J i0 ≡

 AX + IaX 0

0 AY + IaY

 . (3.15)

The rest of the bosonic components are related as,

Jm2 ≡

 KX 0

0 KY

 . (3.16)

Before we continue, we have to make clear that the 〈·〉 and (·) operations need to be

treated with care when there is a product of fermionic matrices. Take two fermionic matrices

A and B, is easy to see that

Tr

(
1

2

[
AB − ΩBTATΩ

]
− 1

4
ITrAB

)
= −TrAB 6= 0 , (3.17)

Tr

(
1

2

[
AB + ΩBTATΩ

])
= TrAB 6= 0 . (3.18)

The solution to this problem is to add a (−) sign when transposing fermionic matrices. Thus,
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for a product of two fermionic matrices A and B, our three irreducible components read

〈AB〉 =
1

2

[
AB + ΩBTATΩ

]
− 1

4
ITrAB , (3.19)

(AB) =
1

2

[
AB − ΩBTATΩ

]
and TrAB . (3.20)

It is not so obvious how to relate the fermionic part of PSU(2, 2|4), Jα1 and J α̂3 , with the

nondiagonal terms in (3.8), K1 and K3, because they do not have the right Z4 charge. The

matrices which do have the right Z4 charge are F1 and F3 which define K1 and K3 as

K1 =
1√
2

(F1 − F ∗3 )E−1/4 and K3 =
1√
2

(F ∗1 + F3)E1/4 , (3.21)

where

F ∗1 = Ω̄F T
1 Ω , F ∗3 = ΩF T

3 Ω̄ , (3.22)

and E = SdetZ. Now the identification is

Jα1 ≡ F1 J α̂3 ≡ F3 . (3.23)

Following the same idea, we define the Θs as functions of elements with the right Z4

charge,

Θ =
1√
2

(θ1 − θ∗3)E−1/4 and Θ′ =
1√
2

(θ∗1 + θ3)E1/4 . (3.24)

In the same way as we related the components of the currents generated by g and Z, we

can relate variations of g and Z by

xm2 ≡

 X 0

0 Y

 , (3.25)
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xα1 ≡θ1 , (3.26)

xα̂3 ≡θ3 . (3.27)

It is easy to check that there are the correct number of bosonic and fermionic variations.

Finally, we need to define the ghosts fields that are essential for the construction of the

BRST operator. We define the right and left ghost, along with their conjugated momenta,

as λ ā
a , ω a

ā , λ̄ a
ā , ω̄ ā

a . The indices in the ghost terms are such that λ has the same indices

as F1 and λ̄ the same as F3. The crucial point to construct the right BRST operator is the

pure spinor condition for λ and λ̄. Originally, the pure spinor condition was written in term

of gamma matrices [26],

(λγλ)m =
(
λ̄γλ̄

)m
= 0 , (3.28)

which in turns implies

λαλβ =
1

16 · 5!
γαβmnopq (λγmnopqλ) , λ̄α̂λ̄β̂ =

1

16 · 5!
γα̂β̂mnopq

(
λ̄γmnopqλ̄

)
. (3.29)

These constraints reduce the elements of λ (λ̄) from 16 to 11.

The pure spinor constraints in this matrix formulation read

〈λλ∗〉 = 0 , 〈λ∗λ〉 = 0 , (3.30)

〈λ̄λ̄∗〉 = 0 , 〈λ̄∗λ̄〉 = 0 . (3.31)

One can check that there are actually 5 constraints for λ(λ̄). Therefore,, our ghosts have 11

independent components, as expected. In a similar way to (3.29), (3.30) implies

λa
āλb

b̄ =− 1

16
ΩabΩ̄

āb̄tr [λλ∗] + λ(a
āλb)

b̄ + λ〈a
āλb〉

b̄ , (3.32)
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and a similar condition for the λ̄s. Note that

λ(a
āλb)

b̄ = λa
(āλb

b̄) = λ(a
(āλb)

b̄) , (3.33)

and the same is true for 〈〉.

The ghost Lorentz currents are defined as

NX =
1

2
(λω − ω∗λ∗) , N̄X =

1

2

(
ω̄λ̄− λ̄∗ω̄∗

)
, (3.34)

NY =
1

2
(ωλ− λ∗ω∗) , N̄Y =

1

2

(
λ̄ω̄ − ω̄∗λ̄∗

)
. (3.35)

These definitions ensure that the N and N̄ terms transform as a gauge term.

Now we can make the identification between the ghost fields in the two descriptions:

ωα ≡ ω , ω̂α̂ ≡ ω̄ , λα ≡ λ , λ̂ ≡ λ̄ , (3.36)

N i ≡

 NX 0

0 NY

 and N̂ i ≡

 N̄X 0

0 N̄Y

 . (3.37)

3.3 Symmetries of the AdS Space

The main aim of this article is to write a BRST-invariant superstring action embedded on a

AdS5×S5 target space in this formalism of unconstrained matrices. Since such action has to

be invariant under the symmetries of a AdS5×S5 space, we first proceed to understand how

those symmetries act in this formalism and then we find the structures that are invariant

under such symmetries.
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3.3.1 Local

A local (gauge) transformation is given by

δLZ = ZL+ Z

 I lX
4

0

0 I lY
4

 , (3.38)

where

L =

 LX 0

0 LY

 . (3.39)

and
(
LX/Y

)
= LX/Y . The constraints for the L matrices restrict them to be in Sp(2)×Sp(2),

and the lX and lY are the remaining terms of the stability group.

Thus, a local transformation on the current reads,

δL

 JX K1

K3 JY

 =

 [JX , LX ] + ∂LX + I∂lX
4

K1LY − LXK1 −K1
lX−lY

4

K3LX − LYK3 +K3
lX−lY

4
[JY , LY ] + ∂LY + I∂lY

4

 . (3.40)

Using that LXKX = ΩLTXK
T
XΩ we find

δLKX = [KX , LX ] , δLKY = [KY , LY ] , (3.41)

δLAX = [AX , LX ] + ∂LX , δLAY = [AY , LY ] + ∂LY , (3.42)

δLaX = ∂lX , δLaY = ∂lY , (3.43)

δLF1 = −LXF1 + LY F1 , δLF3 = −LY F3 − F3LX , (3.44)

which is expected due to the coset properties.

The first invariant structures that we find are

δLtr
[
KXK̄X

]
= δLtr

[
KY K̄Y

]
= δLtr

[
K1K̄3

]
= 0 . (3.45)
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The first attempt to construct a Wess-Zumino term will be to use
[
K1K̄

∗
1

]
and

[
K3K̄

∗
3

]
.

Note that the trace acts on two different spaces. It turns out that those structures are not

invariants:

δL ln Tr
[
K1K̄

∗
1

]
= −δL ln Tr

[
K3K̄

∗
3

]
= −2 (lX − lY ) . (3.46)

To solve this issue we note that δLE = (lX − lY )E. Therefore the right local invariant

structures are

δLtr
[
K1K̄

∗
1E

1/2
]

= δLtr
[
K3K̄

∗
3E
−1/2

]
= 0 . (3.47)

Since we are equipped with a gauge transformations we can define a covariant derivative,

∇Z =∂Z − ZA− Za/4 , (3.48)

where, as expected,

A =

 AX 0

0 AY

 , a =

 IaX 0

0 IaY

 , (3.49)

and
(
AX/Y

)
= AX/Y .

Since [l, A] = [l, a] = 0, is straightforward to show

δL∇Z = ∇Z (L+ l/4) . (3.50)

This is the expected property for the covariant derivative. Finally, just to make everything

explicit

∇Z−1 = ∂Z−1 + AZ + aZ/4 , (3.51)
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∇E = 0 . (3.52)

The covariant derivative of the global invariant current is

∇J =∂J −
[
J,A+

I
4
a

]

=

 ∂JX ∂K1

∂K3 ∂KY


+

 [AX , JX ] AXK1 −K1AY + 1
4

(aX − aY )K1

AXK3 −K3AX − 1
4

(aX − aY )K3 [AY , JY ]

 .

(3.53)

Thus, for the F s matrices we obtain

∇F1 =∂F1 + AXF1 − F1AY , (3.54)

∇F3 =∂F3 + AY F3 − F3AX . (3.55)

For the ghosts we require that λ, ω̄ behave as F1, and λ̄, ω as F3. The local invariance of

tr
[
ω∇̄λ

]
and tr

[
ω̄∇λ̄

]
requires that

δLλ =− LXλ+ λLY , δLω =− LY ω + ωLX , (3.56)

δLλ̄ =− LY λ̄+ λ̄LX , δLω̄ =− LX ω̄ + ω̄LY . (3.57)

3.3.2 Global

As stated above, the currents J are invariant under global transformations

δGZ = MZ , (3.58)
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where M is any global matrix. The ghosts fields are, by construction, invariant under global

transformation, i.e.

δG(Ghosts) = 0 . (3.59)

If we compute the global transformation under all the terms constructed above, we find

that neither
[
K1K̄

∗
1E

1/2
]

nor
[
K3K̄

∗
3E
−1/2

]
are invariants for a general M :

δG ln Tr
[
K1K̄

∗
1E

1/2
]

= −δG ln Tr
[
K3K̄

∗
3E
−1/2

]
=

1

2
STrM . (3.60)

Therefore, we require

STrM = 0 . (3.61)

3.4 BRST transformation and BRST invariant action

In [46] the relation between the GL-formalism with the PSU -formalism constructed in [77]

of the Green-Schwarz superstring was established. So far we have established a relation

between the elements of the pure spinor string [26] in both the GL-formalism and the PSU -

formalism. We have also found all structures invariant under the global and local symmetries

of the AdS5 × S5 space. In order to construct an action for the pure spinor superstring, we

are missing one important ingredient the BRST operator. Below, we will establish the BRST

symmetry and then find a BRST invariant action. Before doing so, we will review the BRST

symmetry in the PSU -formalism. Then we will construct the BRST symmetry for the GL-

formalism and construct the BRST invariant action, using the previous construction as a

guide.
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3.4.1 PSU-formalism

The BRST transformation for the group element is given by

εδBg = gε
(
λ+ λ̂

)
. (3.62)

When acting on the global invariant current we obtain,

εδBJ = ∂ε
(
λ+ λ̂

)
+
[
J, ε
(
λ+ λ̂

)]
. (3.63)

It is useful to write the transformation for the different Z4-elements of the current,

εδBJ0 =
[
J1, ελ̂

]
+ [J3, ελ] , (3.64)

εδBJ1 =∇ελ+
[
J2, ελ̂

]
, (3.65)

εδBJ2 = [J1, ελ] +
[
J3, ελ̂

]
, (3.66)

εδBJ3 =∇ελ̂+ [J2, ελ] , (3.67)

where, as usual, the covariant derivative is defined as ∇ = ∂ + [J0, ]. The λ and λ̂ ghosts

are invariants under the BRST transformation, but not the ω and ω̂. Thus the BRST

transformation for the ghosts is given by,

εδBω = −J3ε, εδBλ = 0 , (3.68)

εδBω̂ = −J̄1ε, εδBλ̂ = 0 . (3.69)

The ghosts currents were already defined as2

N = {ω, λ} and N̂ =
{
ω̂, λ̂

}
. (3.70)

2There is a minus sign of difference between our definition and the definition in [28].
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Their BRST transformation are

εδBN = − [J3, ελ] and εδBN̂ = −
[
J̄1, ελ̂

]
. (3.71)

In order to prove the BRST invariance of the action we will use the Maurer-Cartan

equations. They read

∂J̄0 − ∂̄J0 +
[
J0, J̄0

]
+
[
J1, J̄3

]
+
[
J2, J̄2

]
+
[
J3, J̄1

]
= 0 , (3.72a)

∇J̄1 − ∇̄J1 +
[
J2, J̄3

]
+
[
J3, J̄2

]
= 0 , (3.72b)

∇J̄2 − ∇̄J2 +
[
J1, J̄1

]
+
[
J3, J̄3

]
= 0 , (3.72c)

∇J̄3 − ∇̄J3 +
[
J1, J̄2

]
+
[
J2, J̄1

]
= 0 . (3.72d)

Now we can show that the action

SPSU =

∫
d2ztr

[
1

2
J2J̄2 +

1

4
J1J̄3 +

3

4
J̄1J3 + ω∇̄λ+ ω̂∇λ̂−NN̂

]
, (3.73)

is BRST invariant.

Applying the BRST transformation given by (3.64)-(3.69) to (3.73) we obtain,

εδBSPSU =

∫
d2ztr

{
1

2

(
[J1, ελ] +

[
J3, ελ̂

])
J̄2 +

1

2

([
J̄1, ελ

]
+
[
J̄3, ελ̂

])
J2

+
1

4

(
∇ελ+

[
J2, ελ̂

])
J̄3 +

1

4
J1

(
∇̄ελ̂+

[
J̄2, ελ

])
+

3

4

(
∇̄ελ+

[
J̄2, ελ̂

])
J3

+
3

4
J̄1

(
∇ελ̂+ [J2, ελ]

)
− J3ε∇̄λ− J̄1ε∇λ̂+ ω

[[
J̄1, ελ̂

]]
+
[[
J̄3, ελ

]
, λ
]

+ ω̂
[[
J1, ελ̂

]
+ [J3, ελ] , λ̂

]
+ [J3, ελ] N̂ +N

[
J̄1, ελ̂

]}
=

∫
d2ztr

{
ελ

4

(
∇̄J3 −∇J̄3 +

[
J̄1, J2

]
−
[
J1, J̄2

])
+
ελ̂

4

(
∇J̄1 − ∇̄J1 +

[
J2, J̄3

]
+
[
J3, J̄2

])
− ελ

[
N, J̄3

]
− ελ̂

[
N̂ , J1

]}
.

(3.74)
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Using the pure spinor condition (3.28) and the Maurer-Cartan equations (3.72) in the

second equality, we can easily show,

εδBSusual = 0 . (3.75)

Before ending this section, we note that (3.62) is not actually nilpotent,

εδBε
′δBg = gεε′(λλ+ λ̄λ̄+ {λ, λ̄}) . (3.76)

Using the pure spinor condition (3.28) we can see that d2
B ∼ {λ, λ̄}. Therefore the BRST

transformation is nilpotent up to a gauge transformation. The reason for this is that we are

ignoring the BRST transformation for the ghosts. It was shown by Chand́ıa in [84] that in

a general curved space the pure spinor ghosts acquire a nonvanishing BRST transformation.

The case of AdS background was discussed in more detail in [85]. It is straightforward to

adapt these results to the present case.

3.4.2 GL-formalism

Now that we are familiar with the original BRST procedure, we can construct the right BRST

transformation and the BRST invariant action using a GL(4|4)

(GL(1)×Sp(2))2 coset. Our ansatz for

the BRST transformation of Z is

εδBZM
A = ZM

BεΛB
B εδBZA

M = −εΛA
BZB

M . (3.77)

At first one would expect a Λ of the form

Λ =

 0 λ

λ̄ 0

 . (3.78)
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But a quick computation shows that δ2
B is not 0, nor even proportional to a gauge term. A

correct form for Λ is

Λ =

 0 λ1

λ3 0

 , (3.79)

λ1 =
1√
2

(
λ− λ̄∗

)
E−1/4 , (3.80)

λ3 =
1√
2

(
λ∗ + λ̄

)
E1/4 . (3.81)

This is of the right form since we want that εδB lnE = STrεΛ = 0 , and also that δ2
B ∼ gauge,

as discussed at the end of the previous subsection. Also, the form of λ1 and λ3 are such that

λ and λ̄ transform as F1 and F3, respectively.

The transformation for the global invariant currents are

εδBKX =〈F1ελ
∗ + ελ̄∗F3〉 , (3.82)

εδBAX =
(
F1ελ̄− ελF3

)
, (3.83)

εδBKY =〈F ∗1 ελ+ ελ̄F ∗3 〉 , (3.84)

εδBAY =
(
F3ελ− ελ̄F1

)
, (3.85)

εδBF1 =∇ελ+ ελ̄∗KY −KXελ̄
∗ , (3.86)

εδBF3 =∇ελ̄− ελ∗KX +KY ελ
∗ , (3.87)

and for the ghosts

εδBω = −εF3 , εδBλ = 0 , (3.88)

εδBω̄ = ε, F̄1 , εδBλ̄ = 0 . (3.89)



3.4. BRST TRANSFORMATION AND BRST INVARIANT ACTION 67

Finally, we are able to show that

SGL =

∫
d2T̃r

[
1

2
KXK̄X −

1

2
KY K̄Y +

1

4
F1F̄3 +

3

4
F̄1F3 + ω∇̄λ+ ω̄∇λ̄+NXN̄X −NY N̄Y

]
(3.90)

is BRST invariant. Before we do that, a few comments are in order. T̃r is defined in such

a way to avoid confusion on which space the trace acts on. Since tr acts in either a or ā

indices, we cannot write a term like tr
(
λω + λ̄ω̄

)
. To avoid further confusion, we define an

operation T̃r such that T̃r
(
λω + λ̄ω̄

)
means λ ā

a ω
a
ā + λ̄ a

ā ω̄
ā
a. Note that the trace of KY has

a minus sign, that is because STrM = MX −MY . Also, while εδBω has a minus sign, εδBω̄

does not. That is because F3 is related to −J α̂3 , and we did that only for aesthetic reasons.

Finally, in Susual the ghost current term is tr − NN̂ , and here is T̃rNN̄ . The difference in

sign is because ω̄ is equivalent to −ω̂α̂. In both actions we want that the kinetic term of the

ghost to be positive defined. To obtain that, we need to define ω̂ = −ω̂α̂ηαα̂Tα, and this in

turn implies that tr−NN̂ = N iN̂ jgij which is equivalent to STrNN̄ .

We are going to need the following Maurer-Cartan equation:

∇̄F1 −∇F̄1 − K̄XF
∗
3 +KXF̄

∗
3 − F̄ ∗3KY + F ∗3 K̄Y = 0, (3.91)

∇̄F3 −∇F̄3 + K̄Y F
∗
1 −KY F̄

∗
1 + F̄ ∗1KX − F ∗1 K̄X = 0. (3.92)

We now check that
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Applying the BRST transformation to (3.90),

εδBSRS =

∫
d2zT̃r

{
1

2

(
F1ελ

∗ + ελ̄∗F3

)
K̄X +

1

2
KX

(
F̄1ελ

∗ + ελ̄∗F̄3

)
− 1

2

(
F ∗1 ελ+ ελ̄F ∗3

)
K̄Y −

1

2
KY

(
F̄ ∗1 ελ+ ελ̄F̄ ∗3

)
+

1

4

(
∇ελ+ ελ̄∗KY −KXελ̄

∗) F̄3

+
1

4
F1

(
∂̄ελ̄− ελ∗K̄X + K̄Y ελ

∗)+
3

4

(
∇̄ελ+ ελ̄∗K̄Y − K̄Xελ̄

∗)F3

+
1

4
F̄1

(
∂ελ̄− ελ∗KX +KY ελ

∗)− εF3∇̄λ+ εF̄1∇λ̄+
(
F̄1ελ̄− ελF̄3

)
NX

−
(
F1ελ̄− ελF3

)
N̄X −

(
F̄3ελ− ελ̄F̄1

)
NY +

(
F3ελ− ελ̄F1

)
N̄Y

−ελF3N̄X +NXεF̄1λ̄+ εF3λN̄Y −NY λ̄εF̄1

}
.

(3.93)

The pure spinor condition ensures that NXλ − λNY = 0 and N̄Y λ̄ − λ̄N̄X = 0. The only

terms that survive are

εδBSRS =

∫
d2z

1

4
T̃r
[
ελ̄
(
∇̄F1 −∇F̄1 − K̄XF

∗
3 +KXF̄

∗
3 − F̄ ∗3KY + F ∗3 K̄Y

)
(3.94)

+ελ
(
∇̄F3 −∇F̄3 + K̄Y F

∗
1 −KY F̄

∗
1 + F̄ ∗1KX − F ∗1 K̄X

)]
, (3.95)

which are identically 0 because of the Maurer-Cartan equation,

SWZ = −1

4

∫
d2ztr

[
K∗3K̄3E

−1/2 −K1K̄
∗
1E

1/2
]

= −1

4

∫
d2ztr

[
F1F̄3 − F̄1F3

]
. (3.96)

As we saw in the previous section, (3.90) is both local and global invariant if and only if

the global transformation is generated by a supertraceless matrix.

3.4.3 Vectors

In [75, 74] a systematic construction of vertex operators for a supersphere sigma model was

developed. An important ingredient for such construction was vectors describing the target

spaced. The existence of such vectors describing the bosonic coordinates of the Ads5 × S5

superspace was discussed in [46]. It is an interesting question whether we can construct all
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the matter part of (3.90) with such vectors. We will now discuss how to obtain this. The

first set of vectors we can construct are

WMN = Za
MΩabZb

NE1/4 , WMN = ZM
aΩabZN

bE−1/4 , (3.97)

W ′MN = Zā
MΩāb̄Zb̄

NE−1/4 , W ′
MN = ZM

āΩāb̄ZN
b̄E1/4 . (3.98)

Being careful with the indices and product of fermionic matrices, the only terms that we can

construct are,

∇WMN∇̄WNM =tr
[
4KXK̄X + 2K1K̄3

]
, (3.99)

∇W ′MN∇̄W ′
NM =tr

[
4KY K̄Y + 2K3K̄1

]
. (3.100)

Now we are able to construct part of the matter part of (3.90),

1

8

[
∇WMN∇̄WNM −∇W ′MN∇̄W ′

NM

]
=T̃r

[
1

2
KXK̄X −

1

2
KY K̄Y +

1

4
K1K̄3 +

1

4
K̄1K3

]
.

(3.101)

In order to obtain the right factor for the K-terms, we need to introduce another group

of vectors,

UMN = Za
MΩab←→∇ZbNE1/4 , UMN = ZM

aΩab

←→
∇ZNbE−1/4 , (3.102)

U ′MN = Zā
MΩāb̄←→∇Zb̄NE−1/4 , U ′MN = ZM

āΩāb̄

←→
∇ZN b̄E1/4 . (3.103)

We define A
←→
∇B = A∇B − ∇AB, and ∇ is the covariant derivative defined in (3.48). A

direct computation shows that the product (in this case, the STr) of any two different vectors

is always 0.
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Using (3.99) and (3.100) we can construct,

UMN ŪNM =tr
[
−2K1K̄3

]
, (3.104)

Ū ′MNU ′MN =tr
[
−2K3K̄1

]
. (3.105)

With all those ingredients, we can construct the matter part of (3.90) without the Wess-

Zumino term:

1

8

[
∇WMN∇̄WNM − UMN ŪNM −∇W ′MN∇̄W ′

NM + U ′MN Ū ′NM
]

(3.106)

=
1

2
T̃r
[
KXK̄X −KY K̄Y +K1K̄3 + K̄1K3

]
. (3.107)

The question now is how can we write the Wess-Zumino term of the action. First we

remember that the Wess-Zumino term is

LWZ =− κ

2
tr
[
F1F̄3 − F̄1F3

]
=
κ

2
tr
[
K1K̄

∗
1E

1/2 −K∗3K̄3E
−1/2

]
. (3.108)

A quick glance to list of vectors shows that the only possible way is a product between

W s and Us. Indeed

(−)M∇WMN Ū ′NM =tr
[
−2K1K̄

∗
1E

1/2
]
, (3.109)

(−)M∇W ′MN ŪNM =tr
[
−2K3K̄

∗
3E
−1/2

]
. (3.110)

Before we continue, a comment should be made: The product between vector is a STr between

supermatrices,

WMNWNM = STrWW. (3.111)
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The product between W and U ′ should also be a STr. The product ∇WMN Ū ′NM is not, since

∇WMN Ū ′NM 6= Ū ′NM∇WMN . (3.112)

The solution to this problem is the addition of the (−)M term. Now

(−)M∇WMN Ū ′NM = STr∇WŪ ′ . (3.113)

We finally have all the ingredients to construct the matter part of SGL and choosing κ = 1
2
,

we get

LRS =
1

8

[
∇WMN∇̄WNM − UMN ŪNM − (−)M∇WMN Ū ′NM −∇W ′MN∇̄W ′

NM

+U ′MN Ū ′NM + (−)M∇W ′MN ŪNM
]

(3.114)

=
1

2
T̃r

[
KXK̄X −KY K̄Y +

1

2
K1K̄3 +

3

2
K̄1K3

]
. (3.115)

3.5 An application: vertex operator construction

Following [69, 82] we will construct an operator V such that εδBV = 0. To achieve this, we

will construct the conserved current j related to global symmetries of the action (3.90). Then

we will construct V by applied the BRST transformation to j, δBj = ∂V . This will be our

first vertex operator in this formalism. In future works we will try to apply the procedure

explained in sections 4.3 to the construction of vertex operators, as in [75].
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3.5.1 Equation of Motions

As usual, in order to construct a conserved current, we need the equation of motions (EOM).

To obtains such equations we will vary Z around a background field,

Z = Z0e
X , (3.116)

where the components of X have been defined in (3.4). This leads to

δJ = ∂X + [J,X] . (3.117)

Writing this in components

δJX =∂X + [JX , X] +K1Θ3 −Θ1K3 , (3.118a)

δJY =∂Y + [JY , Y ] +K3Θ1 −Θ3K1 , (3.118b)

δK1 =∇Θ1 +KXΘ1 −Θ1KY +K1Y −XK1 , (3.118c)

δK3 =∇Θ3 +KY Θ3 −Θ3KX +K3X − Y K3 . (3.118d)

Since we have written (3.90) in terms of F1 and F3, we write the variation of those, using the

above equations:

δF1 =∇θ1 −KXθ
∗
3 + θ∗3KY − F ∗3 Y +XF ∗3 , (3.119)

δF3 =∇θ3 +KY θ
∗
1 − θ∗1KX + F ∗1X − Y F ∗1 , (3.120)

and the same for the Ks and As:

δKX =∇X +
1

2
(F1θ

∗
1 − θ1F

∗
1 + θ∗3F3 − F ∗3 θ3)− I

4
tr (F1θ

∗
1 + θ3 ∗ F3) , (3.121)

δKY =∇Y +
1

2
(F ∗1 θ1 − θ∗1F1 + θ3F

∗
3 − F3θ

∗
3)− I

4
tr (F1θ

∗
1 + θ3 ∗ F3) , (3.122)
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δAX = [KX , X] +
1

2
(F1θ3 + θ∗3F

∗
1 − θ1F3 − F ∗3 θ∗1) , (3.123)

δAY = [KY , Y ] +
1

2
(F3θ1 + θ∗1F

∗
3 − θ3F1 − F ∗1 θ∗3) . (3.124)

Using the variation of the action and the Maurer-Cartan equations we obtain,

∇K̄X +
1

2

(
F1F̄

∗
1 − F̄1F

∗
1

)
− I

4
trF1F̄

∗
1 +

[
N̄X , KX

]
−
[
NX , K̄X

]
=0 , (3.125a)

∇̄KX +
1

2

(
F ∗3 F̄3 − F̄ ∗3F3

)
− I

4
trF3F̄

∗
3 +

[
N̄X , KX

]
−
[
NX , K̄X

]
=0 , (3.125b)

∇K̄Y +
1

2

(
F ∗1 F̄1 − F̄ ∗1F1

)
− I

4
trF1F̄

∗
1 +

[
N̄Y , KY

]
−
[
NY , K̄Y

]
=0 , (3.125c)

∇̄KY +
1

2

(
F3F̄

∗
3 − F̄3F

∗
3

)
− I

4
trF3F̄

∗
3 +

[
N̄Y , KY

]
−
[
NY , K̄Y

]
=0 , (3.125d)

∇̄F̄1 − K̄XF
∗
3 +KXF̄

∗
3 + F ∗3 K̄Y − F̄ ∗3KY −NXF̄1 + N̄XF1 + F̄1NY − F1N̄Y =0 , (3.125e)

∇F1 −NXF̄1 + N̄XF1 + F̄1NY − F1N̄Y =0 , (3.125f)

∇F̄3 − K̄∗Y F1 +K∗Y F̄1 + F ∗1 K̄X − F̄ ∗1KX −NY F̄3 + N̄Y F3 + N̄Y F3 − F3N̄X =0 , (3.125g)

∇̄F3 −NY F̄3 + N̄Y F3 + F̄3NX − F3N̄X =0 , (3.125h)

∇̄ω + ωN̄X − N̄Y ω =0 , (3.125i)

∇̄λ+ N̄Xλ− λN̄Y =0 , (3.125j)

∇ω̄ −NX ω̄ + ω̄NY =0 , (3.125k)

∇λ̄+ λ̄NX −NY λ̄ =0 . (3.125l)

To obtain these equations we used the fact tr [XH] = tr [〈X〉H] = tr [X〈H〉]. Thus, the right

EOM for X is given by 〈H〉 = 0.

3.5.2 Construction of V

In order to compute the Noether current we first make a few observations. The first of them

is noting that trKXK̄X = trKX J̄X , thus, instead of taking trK̄X〈ZaM∂MM
NZN

b〉, we just

take trK̄XZa
M∂MM

NZN
b. The same can be done for the ghost current, since NX = (λω).
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Using the EOM (3.125) and the global transformation studied in section 3.2, we find the left

and right conserved currents,

j =

 KX + 2NX
1

2
√

2
(F1 − 3F ∗3 )E−1/4

1
2
√

2
(F ∗1 + 3F ∗3 )E1/4 KY + 2NY

 , (3.126)

j̄ =

 K̄X − 2N̄X
1

2
√

2

(
3F̄1 − F̄ ∗3

)
E−1/4

1
2
√

2

(
3F̄ ∗1 + F̄ ∗3

)
E1/4 K̄Y − 2N̄Y

 . (3.127)

Since εδBδGSRS = 0 one would expect εδBj = ∂V and εδB j̄ = −∂̄V as in the usual

description. But here STrM = 0, thus, εδBj = ∂V + IA and εδB j̄ = −∂̄V + IB is the most

general form, for any A and B. For the same reason, one would expect that εδBε
′δBδGS = 0

yields εδBV = 0, but the most general possibility is εδBV = IC, for any C. Now, this IC

term should be expected from the gauge group (GL(1))2, since a the condition A = ΩATΩ,

imposed to gauge terms, does not apply to the term proportional to the trace3 thus, it seems

that we have eliminated those term. But this is not true, we did eliminated the aX , aY gauge

terms: we did it when writing the action proportional to the tr. Therefore, the correct BRST

invariant vector is STrV .

After a long calculation, for BRST transformation of the left current we find that

εδBj =
1

2
√

2
∂εV − I

4
tr
(
F1ελ

∗ + ελ̄∗F3

)
, (3.128)

εV =Z

 0 ε
(
λ+ λ̄∗

)
E−1/4

ε
(
λ∗ − λ̄

)
E1/4 0

Z−1 = ZεΛ′Z−1 . (3.129)

For the right current we find, as expected,

εδB j̄ =− 1

2
√

2
∂̄εV − I

4
tr
(
F̄1ελ

∗ + ελ̄∗F̄3

)
. (3.130)

3Note that I = −ΩITΩ.
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Finally, we check that εδBSTrV = 0:

ε′δBεV =Z [ε′Λ, εΛ′]Z−1 = Zε′ε {Λ,Λ′}Z−1 (3.131)

=2ε′εZ

 λλ∗ + λ̄∗λ̄ 0

0 λ∗λ+ λ̄λ̄∗

Z−1 (3.132)

=
1

2
ε′εItr

(
λλ∗ + λ̄∗λ̄

)
, (3.133)

therefore δBSTrV = 0. The vertex operator corresponding to the β-deformation discussed in

[69, 82] can now be described as the tensor product of two V .

3.6 Conclusion and further directions

We have described the pure spinor superstring in AdS5 × S5 using the GL(4|4)/(Sp(2) ×

GL(1))2 coset first used by Roiban and Siegel for the Green-Schwarz superstring in [46]. This

formulation provides additional choices for the parametrization of the AdS coordinates. This

additional choices have been shown to be useful in formulations different superspaces relevant

to the AdS/CFT conjecture [83]. Recently, Schwarz described another parametrization for

the GS string in AdS5 × S5 [86]. As was shown by Siegel [87], this new formulation can also

be used in the present case.

Furthermore, the complete superspace propagator for the entire tower of Kaluza-Klein

modes was calculated in [30] using this new coset. This propagator was shown to be invari-

ant under κ-symmetry. Since there is a close relation between κ-symmetry and the BRST

transformations of the pure spinor formalism 4 it is likely that this propagator can be used

to construct a BRST invariant ghost number two superspace function. Such function would

be related to the unintegrated vertex operators of the supergravity modes in the pure spinor

formulation. We are presently working in this direction. The ultimate goal is to have a

4For example, demanding invariance under κ-symmetry of the GS action in a general curved supergravity
background puts the background on-shell. The same is achieved in pure spinor formalism demanding BRST
invariance [88].
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systematic way to construct vertex operators at any mass level using the world sheet di-

latation operator [43] to derive physical state conditions. Although BRST invariance should

also be imposed, vanishing world sheet anomalous dimension may be enough to calculate the

spacetime energy of the string states.



Chapter 4

Stress-tensor OPE in N = 2

superconformal theories

4.1 Introduction

Four-dimensional superconformal field theories (SCFTs) with N = 2 supersymmetry play a

prominent role in theoretical physics. Originally studied using standard field theoretic tools,

by building Lagrangians out of fundamental fields with appropriately chosen matter content,

the list of theories has grown considerable in recent years [39, 40], and now there seems to be

an extensive library of N = 2 systems, related by an intricate web of dualities. Having found

such an ample catalog, there has been a shift in perspective, instead of analyzing specific

models one by one, it seems more natural to ask whether a classification program is possible.

Efforts in this direction include a classification of Lagrangian models [41], a procedure for

classifying class S theories [89], and a systematic analysis of Coulomb branch geometries

[90, 91].

Among the most important tools for constraining the space of CFTs is the conformal

bootstrap approach [5, 4, 6]. Originally very successful in two dimensions, where the con-

formal algebra is enhanced to the infinite dimensional Virasoro algebra, it has seen renewed

77
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interest in light of the work of [9] where, starting from basic principles like crossing symmetry

and unitarity, numerical techniques were developed that allow to obtain rigorous bounds on

several CFT quantities. Influenced by this revival of the bootstrap philosophy, the N = 2

superconformal bootstrap program was initiated in [92, 42], with the goal of serving as an

organizing principle, relying only on the operator algebra of a theory, as defined by the OPE.

The N = 2 superconformal bootstrap program can be thought of as a two-step process.

First, it was observed in [92] that any N = 2 SCFT contains a protected subsector of

observables described by a two-dimensional chiral algebra. In order to bootstrap a full-fledged

SCFT, one must first have an understanding of the operators described by the chiral algebra.

Once this is achieved, the second step entails tackling the harder task of bootstrapping the

full theory, in particular, unprotected operators with unconstrained conformal dimensions.

This second step was explored in [42] using the numerical techniques of [9], and bounds were

obtained by looking at four-point correlators of several superconformal multiplets. Though

a comprehensive effort toward bootstrapping the landscape of N = 2 theories, there was an

important omission, the multiplet in which the stress-tensor sits was absent from the analysis.

The universal nature of the stress-tensor makes it a natural target for bootstrap studies, and

the reason it was not included in [42] was technical: the requisite crossing symmetry equation

is not known.

Let us be a bit more specific. The conserved stress-tensor of an N = 2 theory sits in a

multiplet that can be represented by a superfield J with a schematic θ-expansion,

J (x, θ, θ̄)| = J(x) , J (x, θ, θ̄)|θθ̄ = J ijµ (x) , J (x, θ, θ̄)|θ2θ̄2 = Tµν(x) . (4.1)

J is a scalar superconformal primary of dimension two, J ijµ is the conserved SU(2)R ×U(1)r

R-symmetry current, and Tµν is the stress-tensor. Correlators of this multiplet also contain

information about two fundamental quantities present in any four-dimensional CFT, the a

and c anomaly coefficients. These can be defined as the anomalous trace of the stress-tensor

when the theory is considered in a curved background.
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Our first goal will be to obtain the supersymmetric selection rules

J × J ∼ . . . , (4.2)

namely, the N = 2 multiplets that are allowed to appear in the super OPE of two stress-

tensor multiplets. This result will be relevant for both the two-dimensional chiral algebra

description and the numerical bounds program.

On the chiral algebra side, as observed in [92], the two-dimensional stress-tensor can

be associated to the four-dimensional SU(2)R current. In particular, correlators of the

four-dimensional current have a solvable truncation described by correlators of the two-

dimensional holomorphic stress-tensor. The holomorphic correlator only depends on the

central charge c and, as we will see in this work, unitarity of the four-dimensional theory

implies an analytic bound on c. The a anomaly coefficient plays no role in the chiral algebra

construction.

On the numerical side, the super OPE selection rules are the first step toward writing the

crossing symmetry equation for the stress-tensor multiplet. To have a better understanding

of how this can be accomplished, let us recall how the numerical bootstrap is implemented.

The starting point is the four-point function of a real scalar operator φ. This correlator can

be expanded using a conformal block expansion, where each conformal block captures the

contribution of a specific conformal family appearing in the φ×φOPE. Explicit expressions for

scalar conformal blocks were obtained in [93, 94]. Having obtained such an expansion, using

the restrictions imposed by crossing symmetry and unitarity, it is possible to obtain numerical

bounds on scaling dimensions and three-point couplings. In N = 2 theories, the highest

weight of the stress-tensor multiplet is a scalar of dimension ∆J = 2, and is therefore well

suited for the numerical bootstrap program. Because of supersymmetry, several conformal

families are related by the action of supercharges, and this implies that a finite number of

conformal blocks appearing in a correlator can be grouped together in a superconformal block,

which encodes the contribution of the corresponding superconformal family. We can now state
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more precisely why the stress-tensor correlator was not included in [42]: the superconformal

block expansion of the 〈JJJJ〉 correlator has not been worked out. To fill this gap in the

N = 2 literature was one of the motivations for this work.

Conformal and superconformal block expansions are a common obstacle in any attempt

to write bootstrap equations. In the bosonic case, things get very complicated when one

considers operators in non-trivial Lorentz representations. With supersymmetry, many com-

plications arise for correlators of generic multiplets. There is no unifying framework and a

wide variety of approaches have been tried with varying degrees of success [95, 96, 97, 98,

99, 100, 101, 102, 103, 104, 105, 106, 107, 108]. The full superconformal block expression

for the J correlator is still elusive, and it is not clear which of all the methods available in

the literature is the most efficient. Nevertheless, our calculation encodes the allowed N = 2

multiplets that contribute to the expansion, which is the first step toward writing the crossing

symmetry equation.

The outline of the paper is as follows. In section 2 we review the conformal algebra and

its shortening conditions. Section 3 presents a detailed superspace analysis that allows us

to write the super OPE selection rules for two stress-tensor multiplets. In section 4 we use

our selection rules together with the two-dimensional chiral algebra construction to obtain

an analytic bound on c. This bound is valid for any N = 2 superconformal theory regardless

of its matter content and flavor symmetries. In section 5 we present a partial analysis of the

superconformal block expansion of the J correlator.

4.2 Preliminaries

The N = 2 superconformal algebra is the algebra of the supergroup SU(2, 2|2). It contains

the conformal algebra SU(2, 2) ∼ SO(4, 2) with generators {Pαα̇, Kα̇α,M β
α , M̄α̇

β̇
, D},

where α = ± and α̇ = ±̇ are Lorentz indices, and an SU(2)R × U(1)r R-symmetry al-

gebra with generators {Ri
j, r}, where i = 1, 2 are SU(2)R indices. In addition to the
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bosonic generators there are fermionic supercharges, the Poincaré and conformal super-

charges, {Qiα, Q̄i α̇,Sαi , S̄ i α̇}.

A general supermultiplet of SU(2, 2|2) contains a highest weight or superconformal pri-

mary with quantum number (∆, j, ̄, R, r), where (∆, j, ̄) are the Dynkin labels of the con-

formal group and (R, r) the Dynkin labels of the R-symmetry. The highest weight is, by

definition, annihilated by the supercharges S and S̄ and the multiplet is then constructed

by successive action of the Poincaré supercharges. Generic supermultiplets are called long

multiplets and we will denote them by A∆
R,r(j,̄) following the conventions of [109]. Unitarity

imposes restrictions on the conformal dimension of A known as unitarity bounds. For generic

long multiplets the bounds read,

∆ ≥ 2 + 2j + 2R + r , 2 + 2̄+ 2R− r . (4.3)

If the highest weight is annihilated by some combination of the supercharges Q and Q̄ the

multiplet shortens. There are several types of shortening conditions depending on the Lorentz

and SU(2)R quantum numbers of the charges that kill the highest weight, we denote them

B-type and C-type shortening conditions.

Bi : QiαΨ = 0, (4.4)

Bi : Q̄iα̇Ψ = 0, (4.5)

Ci :

 εαβQiαΨβ = 0, j 6= 0

εαβQiαQiβΨ = 0, j = 0
(4.6)

Ci :

 εα̇β̇Q̄iα̇Ψβ̇ = 0, ̄ 6= 0

εα̇β̇Q̄iα̇Q̄iβ̇Ψ = 0, ̄ = 0
(4.7)

B-type conditions are sometimes called short while C-type are sometimes called semi-short.

In table 4.1 we present all possible shortening conditions for the N = 2 superconformal

algebra following the notation of [109]. Among the most important short multiplets are the
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Shortening Quantum Number Relations Multiplet

B1 ∆ = 2R+ r j = 0 BR,r(0,̄)
B2 ∆ = 2R− r ̄ = 0 B̄R,r(j,0)

B1 ∩ B2 ∆ = r R = 0 Er(0,̄)
B1 ∩ B2 ∆ = −r R = 0 Ēr(j,0)

B1 ∩ B2 ∆ = 2R j = ̄ = r = 0 B̂R
C1 ∆ = 2 + 2j + 2R+ r CR,r(j,̄)
C2 ∆ = 2 + 2̄+ 2R− r C̄R,r(j,̄)
C1 ∩ C2 ∆ = 2 + 2j + r R = 0 C0,r(j,̄)
C1 ∩ C2 ∆ = 2 + 2̄− r R = 0 C̄0,r(j,̄)
C1 ∩ C2 ∆ = 2 + 2R+ j + ̄ r = ̄− j ĈR(j,̄)

B1 ∩ C2 ∆ = 1 + ̄+ 2R r = ̄+ 1 DR(0,̄)

B2 ∩ C1 ∆ = 1 + j + 2R −r = j + 1 D̄R(j,0)

B1 ∩ B2 ∩ C2 ∆ = r = 1 + ̄ R = 0 D0(0,̄)

C1 ∩ B1 ∩ B2 ∆ = −r = 1 + j R = 0 D̄0(j,0)

Table 4.1: Shortening conditions for the unitary irreducible representations of the N = 2
superconformal algebra.

so-called chiral multiplets Er which obey two B-type shortening conditions and are associated

with the physics of the Coulomb branch of N = 2 theories. Also prominent are 1/2 BPS

multiplets, denoted by B̂R, which obey two B-type shortening conditions but of different

chirality, these multiplets are associated with Higgs branch physics.

We will be mostly interested in the multiplet Ĉ0(0,0). Multiplets of the type ĈR(j,j) obey

semi-shortening conditions and the anti-commutation relation of the supercharges combine

to give a generalized conservation equation. The special case Ĉ0(0,0) contains a spin two

conserved current and we therefore identify it as the stress-tensor multiplet. In this work we

will not consider theories that can be factorized as the product of two local theories, we will

therefore assume a unique Ĉ0(0,0) multiplet. The multiplet also contains a conserved spin one

operator which corresponds to the SU(2)R × U(1)r R-symmetry current.

Our goal is to study the super OPE of Ĉ0(0,0)× Ĉ0(0,0). In order to accomplish this we will

carry out a detailed superspace analysis of three-point functions. Using N = 2 superspace

language the stress-tensor multiplet can be represented by a superfield J that satisfies the

conservation equation,

DαiDj
αJ = 0 , D̄i

α̇D̄
jα̇J = 0 , (4.8)
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where Di
α and D̄α̇ i are N = 2 covariant derivatives and,

J (x, θ, θ̄) = J(x) + J iαα̇ jθ
α
i θ̄

j α̇ + . . . . (4.9)

Both the scalar J(x) and current J
(ij)
αα̇ (x) will be of particular importance to us.

2d chiral algebra and analytic bound on c. As we will see below, the super OPE

expansion of Ĉ0(0,0) will allow us to obtain an analytic bound on the central charge c. Of

prime importance in this analysis will be the existence of a protected subsector of observables

present in any N = 2 SCFT, whose correlation functions are described by a 2d chiral algebra.

We will review this construction with some detail in section 3, for now let us just give a short

outline of the calculation. Four-dimensional operators described by the chiral algebra sit in

multiplets of the type,

B̂R , DR(0,̄) , D̄R(j,0) , Ĉ0(j,̄) . (4.10)

The 2d operator associated with the Ĉ0(0,0) multiplet is the 2d holomorphic stress-tensor, and

it can be built using the SU(2)R current J
(ij)
αα̇ (x),

J
(ij)
αα̇ (x)→ T (z) . (4.11)

The 2d stress-tensor correlator constitutes a solvable truncation of the full four-point function

of four currents J
(ij)
αα̇ (x), and can be completely fixed by symmetry. This correlator can be

expanded in conformal blocks associated with the multiplets listed in (4.10), and unitarity of

the four-dimensional theory implies an analytic bound on c valid for any interacting N = 2

SCFT.

Crossing symmetry and numerical bounds on a/c. The supersymmetric selection

rules are also relevant for the crossing symmetry equation of the superconformal primary
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J(x). This is a more challenging calculation and we will only present some partial results.

The motivation for this is that using numerical bootstrap techniques we would then have

access to the a-anomaly coefficient. This coefficient plays no role in the 2d chiral algebra,

and cannot be bounded analytically, at least not with the techniques used in this paper.

To obtain bounds on a one has to resort to numerics. In order to write crossing symmetry

a fundamental ingredient is the conformal block expansion of the 〈J(x1)J(x2)J(x3)J(x4)〉

correlator. An attractive challenge for the N = 2 bootstrap program would be to recover or

even improve on the bounds found in [110] whose supersymmetric version reads,

1

2
≤ a

c
≤ 5

4
. (4.12)

In section 5 the super OPE selection rules will help us understand how the different N = 2

multiplets contribute to the J correlator, a necessary first step before a crossing symmetry

equation can be written.

4.3 Three-point functions

We will now study all possible three point functions 〈J JO〉 between two stress-tensor multi-

plets and a third arbitrary operator. The correlator for three stress-tensor multiplets 〈J JJ 〉

was studied by Kuzenko and Theisen in [111]. We will use their notation and borrow some of

their results. The starting point is the general expression for three-point functions in N = 2

superspace [112, 113]

〈J (z1)J (z2)OI(z3)〉 =
1

(x1̄3)2(x3̄1)2(x2̄3)2(x3̄2)2
HI(Z3) , (4.13)
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where I = (α, α̇, R, r) is a collective index that labels the irreducible representation to which

O belongs. The (anti-)chiral combinations of coordinates are,

xα̇α1̄2 = −xα̇α21̄ = xα̇α1− − xα̇α2+ − 4i θα2 iθ̄
α̇i
1 , (4.14)

θ12 = θ1 − θ2 , θ̄12 = θ̄1 − θ̄2 , (4.15)

with xα̇α± = xα̇α ∓ 2iθαi θ̄
α̇ i. The argument of H is given by three superconformally covariant

coordinates Z3 = (X3,Θ3, Θ̄3),

X3α α̇ =
x31̄αβ̇x

β̇β
1̄2
x23̄βα̇

(x31̄)2(x23̄)2
, X̄3αα̇ = X†3αα̇ = −

x32̄αβ̇x
β̇β
2̄1
x13̄βα̇

(x32̄)2(x13̄)2
, (4.16)

Θi
3α = i

(
x2̄3αα̇

x2
2̄3

θ̄ α̇i32 −
x1̄3αα̇

x2
1̄3

θ̄ α̇i31

)
, Θ̄3 α̇ i = i

(
θα32 i

x3̄2αα̇

x2
3̄2

− θα31 i

x3̄1αα̇

x2
3̄1

)
. (4.17)

An important relation which will play a key role in our computations is

X̄3αα̇ = X3αα̇ − 4i Θi
3αΘ̄3 α̇ i . (4.18)

In addition, the function H satisfies the scaling condition,

HI(λλ̄X3, λΘ3, λ̄Θ̄3) = λ2aλ̄2āHI(X3,Θ3, Θ̄3) , (4.19)

with a− 2ā = 2− q and ā− 2a = 2− q̄, where ∆ = q + q̄ and r = q − q̄. Extra restrictions

are obtained by imposing the conservation equations of J , these imply,

∂2

∂Θi
3α∂Θα j

3

HI(Z3) = 0 ,
∂2

∂Θ̄α̇
3 i∂Θ̄3 α̇ j

HI(Z3) = 0 , (4.20)

Dαi Dα j HI(Z3) = 0 , D̃α̇ iD̃jα̇HI(Z3) = 0 , (4.21)

where

Dα̇ i =
∂

∂Θα i
3

+ 4iΘ̄α̇
3 i

∂

∂Xα̇α
3

, D̃α̇ i =
∂

∂Θ̄3 α̇ i

− 4iΘi
3α

∂

∂X3αα̇

. (4.22)
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In order to see how these restrictions are imposed, let us work out an example in detail. For

an operator O which is a scalar under Lorentz and SU(2)R × U(1), equations (4.20) imply

that H can be at most quadratic in Θ3 and Θ̄3. Thus, we will consider the following ansatz:

H(Z3) = f(X3) + gαα̇(X3)Θα
3 Θ̄α̇

3 + hαβα̇β̇(X3)Θαβ
3 Θ̄α̇β̇

3 , (4.23)

where

Θαβ
3 = Θαi

3 Θβj
3 εij , Θ̄α̇β̇

3 = Θ̄α̇
3 iΘ

β̇
3 j ε

ij . (4.24)

This is the most general expression consistent with SU(2)R × U(1)r invariance quadratic in

the Θs. Next, we impose the scaling condition (4.19),

H(λλ̄X3, λΘ3, λ̄Θ̄3) = λ−4−∆/2λ̄−4−∆/2H(X3,Θ3, Θ̄3) . (4.25)

Hence, the functions f , g, and h are known up to an overall constant:

H(Z3) = a1
1

(X2
3)2−∆

2

+ a2
Θα

3 X3αα̇Θ̄α̇
3

(X2
3)3−∆

2

+ a3

ΘαβX3αα̇X3ββ̇Θ̄α̇β̇

(X2
3)4−∆

2

. (4.26)

Our correlator (4.13) should also be invariant under the exchange z1 ↔ z2 which implies

(X3,Θ3, Θ̄3)→ (−X̄3,−Θ3,−Θ̄3), as can be checked from (4.17). We will call this symmetry

Z2 for short. Then,

H(X3,Θ3, Θ̄3) = H(−X̄3,−Θ3,−Θ̄3) . (4.27)

This condition turns out to be very restrictive. In particular, if a function satisfies (4.20) and

the Z2 condition, it also satisfies equations (4.21). Fixing the correlator is now a standard

exercise in Grassmann algebra, we Taylor expand (4.27) in powers of the Grassmann variables

and equate coefficients in both sides in order to fix (a1, a2, a3). Details of our calculations

along with some superspace identities are presented in appendix B.
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For arbitrary ∆ there is a unique solution given by

(a1, a2, a3) = cJJO(1 , i(∆− 4) ,−1
3
(∆− 4)(∆− 6)) . (4.28)

This solution is our generalization of the 〈J JJ 〉 correlator for the case in which the third

operator is a long multiplet A∆
0,0(0,0) with unrestricted conformal dimension ∆.

For the special case ∆ = 2 the long multiplet hits its unitarity bound and splits according

to,

A2
0,0(0,0) = Ĉ0(0,0) +D1(0,0) + D̄1(0,0) + B̂2 . (4.29)

The results of this section imply that D and B̂ multiplets are not allowed.1 Then, for ∆ = 2

the only surviving term in (4.29) is Ĉ0(0,0), and we just recover the 〈J JJ 〉 correlator solution:

(a1, a2, a3) = c
(1)
JJJ (1 ,−2 i , 0) + c

(2)
JJJ (0 , 0 , 1) . (4.30)

That is, there are two independent structures. These two structures can be associated to the

a and c anomaly coefficients, the exact relations were worked out in [111],

c
(1)
JJJ =

3

32π6
(4 a− c) , c

(2)
JJJ =

1

8π6
(4 a− 5 c) . (4.31)

The presence of two parameters is due to the fact that the last term in (4.26) is automatically

symmetric under z1 ↔ z2 when ∆ = 2,2

ΘαβXαα̇Xββ̇Θ̄α̇β̇

(X2)3
=

ΘαβX̄αα̇X̄ββ̇Θ̄α̇β̇

(X̄2)3
. (4.32)

Another way to phrase this, is that there is a “nilpotent invariant”, namely, a purely fermionic

term that satisfies all the symmetry requirements. It implies that we can not reconstruct the

1We refer the reader to (4.52) where we have collected in a single equation the super OPE selections rules
obtained in this section.

2From now on we will ignore the subindex 3 in (X3,Θ3, Θ̄3).
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full superspace three-point function starting from the three-point function of the supercon-

formal primaries [112]. This is a generic property of superconformal field theories, unlike the

pure conformal case in which three-point functions of descendants can always be obtained

from that of primaries by taking derivatives. Although nilpotent invariants are to be ex-

pected, for some special cases it is impossible to build three-point invariants that satisfy all

the symmetries of the correlator. Well known cases are 1/2 BPS operators in N = 2 and

N = 4 theories [114, 115, 116, 117] and (anti)chiral operators in N = 2 and N = 1 theories

[118, 101]. As we will see below, nilpotent invariants will also be present when we consider

operators with spin.

N = 1 check: As a check on our result, let us reduce it to N = 1 superspace language and

compared it the known solutions of [102, 119, 120]. Using the coefficients (4.28) in (4.23)

and rewriting in denominators in terms of X · X̄. Setting the i = 2 components to zero we

obtain,

Θα i=1 → Θα , Θα i=2 → 0 , (4.33)

where Θα is the analogous N = 1 coordinate. Our solution reduces to,

H(Z) =
1

(X · X̄)2−∆
2

(
1− 1

4
(∆− 4)(∆− 6)

Θ2Θ̄2

(X̄ ·X)

)
, (4.34)

in perfect agreement with the N = 1 result of [120, 119, 102].

The procedure is now clear:

• Write the most general ansatz consistent with (4.20).

• Fix the X-dependence using the scaling condition (4.19)

• Fix the arbitrary coefficients by imposing the Z2 symmetry (4.27).

We now apply this strategy to all possible combinations of Lorentz and SU(2)R × U(1)r

quantum numbers in order to find the N = 2 selection rules for the OPE of two stress-tensor

multiplets.
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4.3.1 Solutions

A∆
0,0( `

2
, `
2

)

The most general ansatz for arbitrary ` consistent with the conditions discussed above is

H(Z) =
Xα1α̇1 . . .Xα`α̇`

(X2)2−∆−`
2

(
a1 + a2

ΘαiXαα̇Θ̄α̇
i

X2
+ a3

ΘαβXαα̇Xββ̇Θ̄α̇β̇

(X2)2

)

+
Xα2α̇2 . . .Xα`α̇`

(X2)2−∆−`
2

(
a4 Θi

α1
Θ̄α̇1 i + a5

Θ̄α̇1β̇
Xβ̇βΘβα1

X2

)

+ a6
Xα3α̇3 . . .Xα`α̇`

(X2)2−∆−`
2

Θα1α2Θ̄α̇1α̇2 ,

(4.35)

where it is understood that the indices (α1, . . . , α`) and (α̇1, . . . , α̇`) are symmetrized with

weight one. Imposing the Z2 symmetry we find, for the odd case,

~a =cJJO

(
0,

1

2(∆− `)
,
i(∆− 6− `)

4(∆− 2)
,

1

∆− 4− `
,
i(∆− 2− `)

2(∆− 2)
,

i(1− `)
(∆− 4− `)

)
. (4.36)

For ` = 1 the last structure in (4.35) can not contribute.

For the ` even case we find two different solutions

~a = c
(1)
JJO

(
0, 0,

1

2
(∆− 6− `), (3∆ + `− 6), 0,

(3(∆− 2)2 − 2`− `2)

(∆− 4− `)

)
+ c

(2)
JJO

(
i

1

2`
,−(∆− 4− `)

2`
,−i

(∆ + `− 2)(∆− 4− `)(∆− 6− `)
2`(3∆ + `− 6)

,

1, 0,−2i
(∆− 3)(∆− 2 + `)

(3∆ + `− 6)

) (4.37)

The two-parameter solution is due to the existence of three-point “nilpotent invariant” that

can only be constructed when the spin is even. Indeed, the object

1

2
(∆− 6− `)Xα1α̇1 . . .Xα`α̇`

(X2)4−∆−`
2

ΘαβXαα̇Xββ̇Θ̄α̇β̇ + (3∆ + `− 6)
Xα2α̇2 . . .Xα`α̇`

(X2)2−∆−`
2

Θi
α1

Θ̄α̇1 i

+
(3(∆− 2)2 − 2`− `2)

(∆− 4− `)
Xα3α̇3 . . .Xα`α̇`

(X2)2−∆−`
2

Θα1α2Θ̄α̇1α̇2 , (4.38)
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satisfies all the constraints imposed by N = 2 superconformal symmetry. As a consequence,

the superconformal block will have an undetermined parameter. In [102] superconformal

blocks for general scalar operators were obtained where the same happens, the block has a

number of free parameters, in that case things can be improved if one imposes conservation

or chirality conditions. Our result implies that in N = 2 theories, even imposing the conser-

vation condition is not enough, and there will be an unfixed parameter in the superconformal

block expression. It would be interesting to understand whether this parameter has some

physical meaning, like in the ∆ = 2, ` = 0 case, where they are identified with anomaly

coefficients.

At the unitarity bound we have the splitting,

A2+`

0,0( `
2
, `
2

)
= Ĉ0( `

2
, `
2

) + Ĉ 1
2

( `−1
2
, `
2

) + Ĉ 1
2

( `
2
, `−1

2
) + Ĉ1( `−1

2
, `−1

2
) . (4.39)

The multiplets Ĉ 1
2

( `−1
2
, `
2

) and Ĉ 1
2

( `
2
, `−1

2
) are not allowed by the selection rules (see (4.52)). The

Ĉ0( `
2
, `
2

) multiplets contain higher spin currents and are not expected to appear in interacting

theories, with the exception of ` = 0.

A∆
0,0( `+2

2
, `
2

)

We also found solutions for complex long multiplets,

H(Z) =
Xα1α̇1 . . .Xα`α̇`

(X2)3−∆−`
2

(
a1 Θi

α`+1
Xα`+2 α̇Θ̄α̇

i + a2 εα`+1 αXα`+2 α̇

ΘαβXββ̇Θ̄β̇α̇

X2

)

+ a3

Xα1α̇1 . . .Xα`−1 α̇`−1

(X2)3−∆−`
2

Θα` α`+1
Xα`+2 α̇ε

α̇β̇Θ̄α̇` β̇
.

(4.40)

For ` even we have (a1, a2, a3) = cJJO (0, (∆− 6− `), 2(∆− 2)), while for ` odd (a1, a2, a3) =

cJJO (2, i(∆− 6− `),−2i`). For ` = 0 there is no solution.
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At the unitarity bound we have,

A3+`

0,0( `+2
2
, `
2

)
= C0,0( `+2

2
, `
2

) + C 1
2
, 1
2

( `+1
2
, `
2

) . (4.41)

The multiplet C 1
2
, 1
2

( `+1
2
, `
2

) is not allowed by the selection rules (see (4.52)).

A∆
0,0( `+4

2
, `
2

)

Finally, there is another long multiplet

H(Z) =
cJJO

(X2)4−∆−`
2

Xα1α̇1 . . .Xα`α̇`
Xα`+1α̇Xα`+2β̇

Θα`+3α`+4
Θ̄α̇β̇ , (4.42)

with cJJO 6= 0 only for ` even.

At the unitarity bound we have,

A4+`

0,0( `+4
2
, `
2

)
= C0,0( `+4

2
, `
2

) + C 1
2
, 1
2

( `+3
2
, `
2

) . (4.43)

The multiplet C 1
2
, 1
2

( `+3
2
, `
2

) is not allowed by the selection rules (see (4.52)).

C̄0,−3( `+2
2
, `
2

)

We also found solutions that fix the conformal dimension ∆,

H(Z) =
cJJO

(X2)
3
2
−∆−`

2

Xα1α̇1 · · ·Xα`α̇`
Θα`+1α`+2

, (4.44)

has nonzero a for ∆ = 5 + `, and ` ≥ 0 even. This is precisely the unitarity bound for this

quantum numbers and corresponds to a semi-short multiplet of the C-type.
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C̄ 1
2
,− 3

2
( `+1

2
, `
2

)

We can also have multiplets that transform non-trivially under SU(2)R representations,

H(Z) =
Xα1α̇1 · · ·Xα`−1α̇`−1

(X2)
9
4
−∆−`

2

(
a1Xα`α̇`

Θi
α`+1

+ a2
Xα`α̇`

Xβ̇β

X2
Θα`+1βΘ̄i

β̇
+ a3Θα`α`+1

Θ̄i
α̇`

)
.

(4.45)

H is nonvanishing only for ∆ = 9
2
+` which is the unitarity bound for these quantum numbers.

The solution is (a1, a2, a3) = cJJO (1, 0, i `) for ` odd and (a1, a2, a3) = cJJO (0, 1, 0) for `

even.

Ĉ1( `
2
, `
2

)

For SU(2)R triplets we find the following family,

H =
cJJO

(X2)2−∆−`
2

Xα1α̇1 · · ·Xα`−1α̇`−1
Θ(i
α`

Θ̄
j)
α̇`

(4.46)

This structure is nonvanishing only for ∆ = 4 + `, which is again the unitarity bound. Now,

the flavor current sits in B̂1 multiplet which is a triplet under SU(2)R and has ` = 0. Its

superspace field was denoted by Lij in [111] and it was found that 〈J JLij〉 = 0. Our solution

is consistent with their result.

For SU(2)R representations higher than R = 1 no solutions exist due to the condition

that the correlator be at most quadratic in Θ and Θ̄.

4.3.2 Extra solutions

In addition to the multiplets described above we found extra solutions.
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Non-unitary (R, r, j, ̄) =
(

1
2
,−3

2
, `

2
, `+1

2

)
solution

The following structure is also allowed,

H =
Xα1α̇1 · · ·Xα`−1α̇`−1

(X2)
11
4
−∆−`

2

(
a1Xα`α̇`

Xαα̇`+1
Θα i + a2

Xα`α̇`
Xαα̇`+1

Xββ̇ΘαβΘ̄β̇ i

X2

+ a3Xαα̇`
Θα

α`
Θ̄i
α̇`+1

) (4.47)

H is nonvanishing only for ∆ = 3
2
− ` for (a1, a2, a3) = cJJO(1, 2 i, 0) for ` = 0, (a1, a2, a3) =

cJJO(0, `+ 2, `) for ` odd, and (a1, a2, a3) = cJJO(1, i (`+ 2), i `) for ` even. This solution is

below the unitarity bound and therefore of no interest to us. Similar non-unitary solutions

were found in [119].

Non-unitary (R, r, j, ̄) =
(

1
2
,−3

2
, `

2
, `+3

2

)
solution

We also found

H(Z) = cJJO
Xα1α̇1 · · ·Xα`α̇`

(X2)
19
4
−∆−`

2

Xαα̇`+1
Xβα̇`+2

ΘαβΘ̄i
α̇`+3

. (4.48)

H is nonvanishing only for ∆ = 3
2
− ` and only for ` ≥ 1 odd. As the case above, this is

below the unitarity bound and has no relevance for this work.

A
13
2

+`
1
2
,− 3

2
( `+3

2
, `
2

)

Finally, we found a strange solution that corresponds to a long multiplet with fixed conformal

dimension:

H(Z) =
cJJO

(X2)
13
4
−∆−`

2

Xα1α̇1 · · ·Xα`α̇`
Xα`+1α̇Θα`+2α`+3

Θ̄α̇ i . (4.49)

The only restriction for this long multiplet is that the conformal dimension be above the

N = 2 unitarity bound ∆ = 9
2

+ `, it is then puzzling that our solution fixes its dimension to

∆ = 13
2

+`. Because it sits above the unitarity bound we can not interpret it as a contribution

from a short multiplet. One possible explanation is that this multiplet corresponds to a theory

that has enhanced N = 4 symmetry. N = 2 long multiplets with fixed conformal dimension
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appear if one decomposes N = 4 multiplets. The OPE of two N = 4 stress-tensors is well

known [115, 116],

B[0,2,0] × B[0,2,0] ∼ B[0,2,0] + B[0,4,0] + B[1,0,1] + B[1,2,1] + B[2,0,2]

+ C[0,0,0],` + C[1,0,1],` + C[0,2,0],` + . . . ,

(4.50)

where the . . . stand for long multiplets with unrestricted conformal dimension. In the de-

composition of the N = 4 stress-tensor multiplet we find, among other things, the N = 2

stress-tensor multiplet,

B[0,2,0] = . . .+ Ĉ0(0,0) + . . . . (4.51)

Our curious multiplet could appear in the decomposition of one of the multiplets in the RHS

of (4.50). The B[0,p,0] decompositions were worked out in [109] and our multiplet does not

appear there, our guess is that is hiding somewhere in the C multiplets. In principle one could

use the character techniques of [121] to confirm this suspicion, although straightforward, this

type of calculation can still become quite involved. In the remainder, we will ignore this

solution considering it an accident with no relevance to N = 2 dynamics.

4.4 2d chiral algebra and central charge bound

The superspace analysis of the previous section allows us to write the super OPE selection

rules for the N = 2 stress-tensor multiplet,3

Ĉ0(0,0) × Ĉ0(0,0) ∼ I + Ĉ0( `
2
, `
2

) + Ĉ1( `
2
, `
2

) + C 1
2
, 3
2

( `
2
, `+1

2
)

+ C0,3( `
2
, `+2

2
) + C0,0( `+2

2
, `
2

) + C0,0( `+4
2
, `
2

)

+A∆
0,0( `

2
, `
2

)
+A∆

0,0( `+2
2
, `
2

)
+A∆

0,0( `+4
2
, `
2

)
.

(4.52)

3To avoid cluttering we do not write the conjugate multiplets.
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We will now use this information to obtain an analytic bound on the central charge c valid

for any N = 2 superconformal field theory. To accomplish this, we will rely on the ob-

servation that any N = 2 SCFTs contains a closed subsector of operators isomorphic to

a two-dimensional chiral algebra. Let us then start reviewing how chiral algebras appear

in N = 2 SCFTs, for more details we refer the reader to the original paper [92] (see also

[122, 123, 124, 125]).

It is possible to define a map that associates to any N = 2 SCFTs a two-dimensional

chiral algebra:

4d SCFT → 2d Chiral Algebra

whose correlation functions describe a protected subsector of the original four-dimensional

theory. The construction of the two dimensional chiral algebra is obtained by going to the

cohomology of a certain nilpotent supercharge

Q = Q1
− + S̄2 −̇ , (4.53)

where Qiα and S̄ i α̇ are the standard supercharges of the N = 2 superconformal algebra.

Fixing a plane R2 ∈ R4 and defining complex coordinates (z, z̄) on it, the conformal symmetry

restricted to the plane acts as SL(2) × SL(2). The supercharge Q can be used to define

holomorphic translations that are Q-closed and anti-holomorphic translations that are Q-

exact:

[Q, SL(2)] = 0 , {Q, something} = ŜL(2) , (4.54)

where ŜL(2) = diag
(
SL(2)× SL(2)R

)
and SL(2)R is the complexification of the compact

SU(2)R R-symmetry. Operators that belong to the cohomology of Q transform in chiral

representations of the SL(2)× ŜL(2) subalgebra. This implies that they have meromorphic

OPEs (module Q-exact terms) and their correlation functions are meromorphic functions of

their positions when restricted to the plane.

In order to identify the cohomology of Q we will consider operators at the origin, and
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then we will translate them across the plane using the SL(2)× ŜL(2) generators. As shown

in [92], a necessary and sufficient condition for an operator to be in the cohomology of Q is,

1

2
(∆− (j + ̄))−R = 0 , r + (j − ̄) = 0 . (4.55)

We call this operators Schur operators, because they contribute to the Schur limit of the

superconformal index [126]. It can be shown that Schur operators occupy the highest weight

of their respective SU(2)R and Lorentz representations,

O1...1
+...++̇...+̇(0) . (4.56)

Having identified the operator at the origin, we proceed to translate it using the SL(2)×ŜL(2)

generators. Equation (4.54) implies that the anti-holomorphic dependence gets entangled

with the SU(2)R structure due to the twisted nature of the ŜL(2) generators. The coordinate

dependence after translation is,

O(z, z̄) = ui1(z̄) . . . uik(z̄)O(i1...ik)(z, z̄) where ui(z̄) = (1, z̄) . (4.57)

By construction, these operators define cohomology classes with meromorphic correlators.

For each cohomology class we define,

O(z) = [O(z, z̄)]Q . (4.58)

That is, to any 4d Schur operator there is an associated 2d dimensional holomorphic operator.

Schur operators have protected conformal dimension and therefore sit in shortened multiplets

of the superconformal algebra. In table 4.2 we present the list of multiplets that contain

a Schur operator and the holomorphic dimension h of the corresponding two-dimensional

operator.
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Multiplet OSchur h r

B̂R Ψ11...1 R 0

DR(0,̄) Q̄1
+̇

Ψ11...1
+̇...+̇

R + ̄+ 1 ̄+ 1
2

D̄R(j,0) Q1
+Ψ11...1

+···+ R + j + 1 −j − 1
2

ĈR(j,̄) Q1
+Q̄1

+̇
Ψ11...1

+···+ +̇...+̇
R + j + ̄+ 2 ̄− j

Table 4.2: Four-dimensional superconformal multiplets that contain Schur operators, we
denote the superconformal by Ψ. The second column indicates where in the multiplet the
Schur operator sits. The third and fourth column give the two-dimensional quantum numbers
in terms of (R, j, ̄).

4.4.1 Enhanced Virasoro symmetry

Among the list of multiplets in table 4.2 is the stress-tensor multiplet Ĉ0(0,0) and its Schur

operator is the SU(2)R conserved current J11
++̇

. Its corresponding holomorphic operator is

defined as T (z) = [J++̇(z, z̄)]Q, and the four-dimensional J++̇(x)J++̇(0) OPE implies,

T (z)T (0) ∼ −6 c4d

z4
+ 2

T (0)

z2
+
∂T (0)

z
+ . . . . (4.59)

We can therefore identify T (z) as the 2d stress-tensor. The 2d central charge is,

c2d = −12 c4d . (4.60)

Unitarity of the four-dimensional theory implies that the two-dimensional theory is non-

unitary. The holomorphic correlator of the stress-tensor can be completely fixed in terms of

the central charge, and its relation to the parent theory in four dimensions will allow us to

obtain an analytic bound on c. The holomorphic correlator of the stress-tensor is,

g(z) = 1 + z4 +
z4

(1− z)4
+

8

c2d

(
z2 + z3 +

z4

(1− z)2
+

z4

1− z

)
, (4.61)
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and admits the following expansion in SL(2) blocks,

g(z) =
∞∑
`=0

a` z
`

2F1(`, `, 2`, z) ` even, (4.62)

where 2F1 is the standard hypergeometric function. Thanks to the 4d/2d correspondence we

can interpret the SL(2) blocks as contributions from four-dimensional multiplets containing

Schur operators. Looking at the super OPE selection rules in (4.52) there are only two

possible choices,

Ĉ0( `
2
, `
2

) and Ĉ1( `
2
, `
2

) . (4.63)

The Ĉ0( `
2
, `
2

) multiplets contain higher spin currents and we do not expect them in an interact-

ing theory [127, 128]. The only candidate then is Ĉ1( `
2
, `
2

), the exact proportionality constant

α between the OPE coefficients λ2
Ĉ

1( `
2 , `2 )

and the SL(2) coefficients a` can be carefully worked

out, but we will not need it. The explicit expansion of (4.61) in terms of SL(2) blocks was

worked out in [129], in particular,

λ2
Ĉ

1( 1
2 , 1

2 )

= α

(
2− 11

15c4d

)
. (4.64)

Unitarity of the four dimensional theory implies λ2
Ĉ

1( 1
2 , 1

2 )

≥ 0 then,4

c4d ≥
11

30
. (4.65)

Let us note that in order to obtain this bound we only assumed N = 2 superconformal

symmetry, existence of a stress-tensor, and absence of higher spin currents. Bounds of this

type were obtained in [92] using the B̂1 four-point function, in that case however, it is

necessary to assume the existence of flavor symmetries whose conserved currents sit in B̂1

multiplets. In the present case, our assumptions are weaker. A similar bound was also

4Because we have not calculated the exact proportionality constant, one could complain that an overall
minus sign will invalidate our bound. However, common sense dictates that the sign should be positive,
otherwise we will rule out every known interacting N = 2 SCFT.
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obtained for N = 4 theories in [130], where absence of higher spin currents imply c ≥ 3
4
.

Going through the N = 2 literature one can check that the simplest rank one Argyres-

Douglas fixed point (sometimes denoted as H0 due to its construction in F -theory) has central

charge c = 11
30

[37, 38, 34, 131], which precisely saturates our bound. The analytic bounds of

[92] turned out to have interesting consequences for four-dimensional physics: the saturation

of a bound was identified as a relation in the Higgs branch chiral ring due to the decoupling

of the associated multiplet. It would be interesting to explore whether the absence of the

Ĉ1( 1
2
, 1
2

) multiplet is associated with some intrinsic structure that characterizes the H0 theory.

From the two-dimensional point of view, the 2d chiral algebra that describes the H0

theory has been conjectured to be the Yang-Lee minimal model [132]. Indeed, the 2d value

of the central charge is c2d = −22
5

. Saturation of the bound implies the absence of the Ĉ1( 1
2
, 1
2

)

multiplet, from table 4.2 the associated 2d operator has holomorphic dimension 4. Hence,

absence of Ĉ1( 1
2
, 1
2

) translate to the existence of a null state of dimension 4. Remarkably, one

of the hallmarks of the Yang-Lee minimal a model is a level 4 null descendant of the identity,(
L2
−2 − 3

5
L−4

)
|0〉. Our results are then consistent with the conjectured correspondence. The

Schur index of Argyres-Douglas fixed points and its relation to 2d chiral algebras was recently

studied in [133, 134].

The vanishing of certain OPE coefficients has also been instrumental in characterizing the

3d critical Ising model using numerical bootstrap techniques [13, 15, 16]. One can then label

the rank one H0 theory as the “Ising model” of N = 2 superconformal theories, in the sense

that it shares two of its most prominent features: minimum value of the central charge, and

vanishing of certain OPE coefficients. Both features indicate that this superconformal fixed

point sits in a very special place in the parameter space of N = 2 theories and a numerical

treatment seems feasible [135].
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4.5 Superconformal block analysis

The super selection rules are a necessary first step toward writing the conformal block expan-

sion of the J correlator. The results of section 3 give a clearer picture of how this expansion

works in the case of N = 2 theories. Superconformal block expansions for 1/2 BPS and

chiral operators for several combinations of supersymmetry and spacetime dimension have

been worked out [118, 101, 115, 116, 117, 136]. There has been more success studying chiral

and 1/2 BPS operators because one can construct superspaces in which they are naturally

defined, and the analysis simplifies. Semi-short and long multiplets in general are harder to

study, the work of [102] and [107] attempts to tackle the more general cases.

4.5.1 Quick review of conformal blocks

Given the four-point function of a scalar J one can use the OPE in order to write the four-

point correlator as a sum of conformal blocks (also called conformal partial waves),

J(x)J(0) =
∑
O∈J×J

λJJOC∆,`(x,P)O∆,`(0) . (4.66)

Plugging the OPE into the four-function,

〈J(x1)J(x2)J(x3)J(x4)〉 =
1

x4
12x

4
34

∑
O∈J×J

λ2
JJO g∆,`(u, v) , (4.67)

where u =
x2

12x
2
34

x2
13x

2
24

and v =
x2

14x
2
23

x2
13x

2
24

. The function g is a known function of ∆ and `. The

dynamical information of the theory being studied is encoded in the ∆s and the three-point

couplings λ. The collection of {∆, `} is called the CFT data. The conformal blocks in four

dimensions can be written explicitly in terms of hypergeometric functions [93, 94],

g∆,`(z, z̄) =
zz̄

z − z̄
(k∆+`(z)k∆−`−2(z̄)− z ↔ z̄) , (4.68)
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where u = zz̄, v = (1−z)(1− z̄), and k2β(z) = zβ2F1(β, β, 2β, z). In the superconformal case

a finite number of conformal families are related by supersymmetry transformations with

known coefficients. This allows a rewriting of (4.67) in terms of a “superconformal block

expansion”,

〈J(x1)J(x2)J(x3)J(x4)〉 =
1

x4
12x

4
34

∑
O⊂J×J

λ2
JJO G∆,`(u, v) , (4.69)

where the function G(u, v) is a superconformal block capturing the contributions of the super-

conformal multiplets appearing in (4.52), and it can be written as a finite sum of conformal

blocks with coefficients fixed by supersymmetry

4.5.2 Toward the superconformal block

The contributions to the scalar four-point function 〈JJJJ〉 are quite limited, the operators

have to be SU(2)R×U(1)r singlets and have even spin `. We will now study the consequences

of our selection rules (4.52). By scanning through the operator content of the different

multiplets we can read which operators contribute to the expansion (4.69). Below we list our

findings (the ranges for ` are given in section 3).

A0,0( `
2
, `
2

) : g∆,` + b1 g∆+2,`+2 + b2 g∆+2,` + b3 g∆+2,`−2 + b4 g∆+4,` ` even

A0,0( `
2
, `
2

) : g∆+1,`+1 + b1 g∆+1,`−1 + b2 g∆+3,`+1 + b3 g∆+3,`−1 ` odd

A0,0( `+2
2
, `
2

) : g∆+2,` + b1 g∆+2,`+2 ` even

A0,0( `+2
2
, `
2

) : g∆+1,`+1 + b1 g∆+3,`+1 ` odd

A0,0( `+4
2
, `
2

) : g∆+2,`+2 ` even

C0,−3( `
2
, `
2

) : −

C 1
2
,− 3

2
( `+1

2
, `
2

): g6+`,` ` even

C 1
2
,− 3

2
( `+1

2
, `
2

): g7+`,`+1 ` odd

Ĉ1( `
2
, `
2

) : g5+`,`−1 + b1 g5+`,`+1 + b2 g7+`,`+1 ` odd
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From this list we see that not all multiplets have a an associated superconformal block.

Some of them contain several conformal families that contribute to the J correlator, others

have one single family and the associated block is just bosonic, while one multiplet does not

contribute at all. For the ones that do have superconformal blocks, the bi coefficients need

to be calculated.

One way to proceed would be a brute force calculation where the bi couplings are extracted

from our three-point functions. This procedure has been used for N = 1 theories and its

implementation for the N = 2 case is just a straightforward generalization. However, due

to the higher number of supercharges the calculation can become very cumbersome. Let us

give an schematic outline of how the calculation goes for the A∆
0,0( `

2
, `
2

)
block, for more details

we refer the reader to [118]. The starting point is the superspace expansion,

Oα1···α`,α̇1···α̇`
= Aα1···α`,α̇1···α̇`

+B j
i αα1···α`,α̇α̇1···α̇`

θαj θ̄
α̇ i

+ C jl

ik αβα1···α`,α̇β̇α̇1···α̇`
θαj θ̄

α̇ iθβl θ̄
β̇ k + . . .

(4.70)

where α1 · · ·α` and α̇1 · · · α̇` are symmetrized as usual. There are also terms proportional to

(θθ̄)3 and (θθ̄)4 that contribute to this correlator but we will ignore them to avoid cluttering.

Using the superconformal algebra (see appendix A) we can write:

B j
i αα1···α`,α̇α̇1···α̇`

=
1

2
Ξj
i αα̇Aα1···α`,α̇1···α̇`

, (4.71)

C jl

ik αβα1···α`,α̇β̇α̇1···α̇`
=

1

16
Ξj
i αα̇Ξl

k ββ̇
Aα1···α`,α̇1···α̇`

− 1

4
δji δ

l
kPαα̇Pββ̇Aα1···α`,α̇1···α̇`

, (4.72)

... (4.73)

where Ξj
i αα̇ = [Qjα, Q̄i α̇].

The next step is to build the conformal primaries associated to B,C, . . . in order to obtain

the three-point couplings that relate the different conformal families inside a multiplet. Once
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this is accomplished we can write,

〈JJO〉 ∼ 〈JJA〉+ λJJBprim
〈JJBprim〉θθ̄ + λJJCprim

〈JJCprim〉(θθ̄)2 + . . . (4.74)

and the coefficients bi can be calculated from,

λ2
JJBprim

NBprim

,
λ2
JJCprim

NCprim

, . . . (4.75)

where NX = 〈X|X〉 is the norm of X. Although straightforward, the process becomes

increasingly complicated the deeper one goes into the multiplet, i.e. the (θθ̄)3 and (θθ̄)4

terms.

N = 1 decomposition

Another way to organize the calculation is by splitting the N = 2 long multiplet in several

N = 1 multiplets.5 The idea is to organize the calculation in several N = 1 contributions

and make full use of the N = 1 results already present in the literature. Let us start by

decomposing an N = 2 multiplet in terms of N = 1 multiplets. The most efficient way to

do this kind of decomposition is using superconformal characters [121, 137]. The expansion

works as follows,

A∆
0,0( `

2
, `
2

)
∼ A∆

r1=0( `
2
, `
2

)
+A∆+1

r1=0( `−1
2
, `−1

2
)
+A∆+1

r1=0( `+1
2
, `+1

2
)

+A∆+1

r1=0( `−1
2
, `+1

2
)
+A∆+1

r1=0( `+1
2
, `−1

2
)
+A∆+2

r1=0( `
2
, `
2

)
,

(4.76)

where r1 = 2
3
(r + 2R1

1) is the N = 1 r-charge after the decomposition. We have only

written the N = 1 multiplets that have zero r1-charge. Non-zero r1-charge multiplets can

not contribute to this correlator. From this expansion we conclude that only six N = 1

multiplets contribute to the OPE. Moreover, the highest dimension primary has ∆ + 2,

which means that the remaining (θθ̄)3 and (θθ̄)4 terms in (4.70) are N = 1 descendants, and

5We are indebted to Andy Stergiou for this idea.
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therefore their contributions will be encoded in the N = 1 results.

The superconformal blocks for N = 1 conserved currents were worked out in [120, 119,

102]. Their results read,

G+
∆,` = g∆,` +

(∆− 2)2(∆ + `)(∆− `− 2)

16∆2(∆ + `+ 1)(∆− `− 1)
g∆+2,` , (4.77)

G−∆,` = g∆+1,`−1 +
(`+ 2)2(∆ + `+ 1)(∆− `− 2)

`2(∆− `− 1)(∆ + `)
g∆+1,`−1 , (4.78)

where +(−) stands for ` even(odd). These results and the character identities imply that

the N = 2 superconformal block can be written as,

G+
∆,` = G+

∆,` + c1G
−
∆+1,`−1 + c2G

−
∆+1,`+1 + c3G

+
∆+2,` + c4g∆+2,` , (4.79)

G−∆,` = G−∆,` + c1G
+
∆+1,`−1 + c2G

+
∆+1,`+1 + c3G

−
∆+2,` . (4.80)

The extra term in the even block represents the contributions of the A∆+1

r1=0( `−1
2
, `+1

2
)

and

A∆+1

r1=0( `+1
2
, `−1

2
)

multiplets, which can not contribute to the ` odd block due to the scalar

J × J selection rules. This decomposition simplifies significantly the analysis: the number

of coefficients remains the same, but now we need to find primaries with dimensions up to

∆ + 2 instead of ∆ + 4.

The procedure sketched above is the same, but now we have to organize the calculation in

superconformal primaries annihilated by the supercharges Sβ1 and S̄1 β̇ instead of conformal

primaries annihilated by Kβ̇β. Once this is accomplished we can write

〈JJO〉 ∼ 〈JJA〉+ λJJBsprim
〈JJBsprim〉θθ̄ + λJJCsprim

〈JJCsprim〉(θθ̄)2 , (4.81)

and the coefficients ci can be calculated from,

λ2
JJBsprim

NBsprim

,
λ2
JJCsprim

NCsprim

. (4.82)
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This is certainly a vast simplification of the problem, but still quite involved. Also, the N = 1

decomposition (4.76) works nicely for the AR=0,r=0( `
2
, `
2

) multiplet but is not so efficient for

the others. For example, it is significantly more complicated for the Ĉ1( `
2
, `
2

) multiplet.

4.A N = 2 superconformal algebra

In this appendix we collect our conventions for the SU(2, 2|2) algebra, we only list the non-

vanishing commutators.

The conformal generators are {Pαα̇, Kαα̇,M β
α , M̄α̇

β̇
, D}. Lorentz indices transform

canonically according to

[Mα
β, Xγ] = −2δβαXα + δβαXγ , [Mα

β, Xγ] = 2δγαX
β − δβαXγ , (4.83)

[M̄α̇
β̇
, Xγ̇] = 2δα̇γ̇Xβ̇ − δ

α̇
β̇
Xγ̇ , [M̄α̇

β̇, X
γ̇] = −2δγ̇

β̇
X α̇ + δα̇

β̇
X γ̇ . (4.84)

The remaining SO(4, 2) commutators are,

[D,Pαα̇] = Pαα̇, [D,Kα̇α] = −Kα̇α (4.85)

and

[Kα̇α,Pββ̇] = 2δα̇
β̇
Mβ

α − 2δαβM̄α̇
β̇ − 4δαβ δ

α̇
β̇
D . (4.86)

The SU(2)R×U(1)r R-symmetry generators are denoted by {Ri
j, r}. SU(2)R indices trans-

form according to,

[Ri
j, Xk] = −δikXj +

1

2
δijXk , [Ri

j, X
k] = δkjX

i − 1

2
δijX

k . (4.87)

The fermionic generators are the Poincaré and conformal supercharges are {Qiα, Q̄i α̇,Sαi , S̄ i α̇}
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and their anticommutators are,

{Qiα, Q̄j α̇} = −2iδijPαα̇, {S̄ i α̇,Sαj } = 2iδijKα̇α (4.88)

{Qiα,S
β
j } = −2δijMα

β + 2δijδ
β
α (D − r)− 4δβαRi

j (4.89)

{S̄ i α̇,Q̄j β̇} = −2δijM̄α̇
β̇ − 2δijδ

α̇
β̇

(D + r)− 4δα̇
β̇
Ri

j . (4.90)

Finally, the commutators between bosonic and fermion generators,

[Kβ̇β,Qiα] = −2iδβαS̄ i β̇, [Kβ̇β, Q̄i α̇] = 2iδβ̇α̇S
β
i , (4.91)

[Pββ̇, S
α
i ] = −2iδαβ Q̄i β̇, [Pββ̇, S̄

i α̇]= 2iδα̇
β̇
Qiβ , (4.92)

and

[D,Qiα] =
1

2
Qiα , [D,Sαi ] = −1

2
Sαi , [D, Q̄i α̇] =

1

2
Q̄i α̇ , [D, S̄ i α̇] = −1

2
S̄ i α̇ , (4.93)

[r,Qiα] =
1

2
Qiα , [r,Sαi ] = −1

2
Sαi , [r, Q̄i α̇] = −1

2
Q̄i α̇ , [r, S̄ i α̇] =

1

2
S̄ i α̇ . (4.94)

4.B Superspace identities

Here we collect some superspace identities necessary for the three-point functions calculations

of Section 3. Let us start proving that if equations (4.20) and the Z symmetry condition are

satisfied, then equations (4.21) are also satisfied. In general the function H will always be

expressible as sum of the form

H(Z3) =
∑
a

fa(X3)ga(Θ3, Θ̄3) , (4.95)

where the functions ga satisfy the conditions,

∂2

∂Θi
3α∂Θα j

3

ga(Θ3, Θ̄3) = 0 ,
∂2

∂Θ̄α̇
3 i∂Θ̄3 α̇ j

ga(Θ3, Θ̄3) = 0 , (4.96)
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and ga(−Θ3,−Θ̄3) = (−1)Fga(Θ3, Θ̄3) where (−1)F counts the number of Θs and Θ̄s. From

(4.22) it follows,

Dα i X̄3αα̇ = 0 , D̃iα̇ X̄3αα̇ = 0 , (4.97)

and,

Dα iDαj H(X3,Θ3, Θ̄3) = Dα iDαj
∑
a

fa(X3) ga(Θ3, Θ̄3)

=
∑
a

fa(−X̄3)Dα iDαj ga(−Θ3,−Θ̄3)

=
∑
a

fa(−X̄3)(−1)F
∂2

∂Θi
3α∂Θα j

3

ga(Θ3, Θ̄3)

= 0

(4.98)

as promised. Thanks to this property imposing the conservation constraint is now an al-

gebraic exercise, Taylor expanding both sides of the Z2 equation and equating coefficients

solves the problem. For the expansion of the denominators we use the following identity,

1

(X̄2)∆
=

1

(X2)∆
− 4i ∆

(ΘαiXαα̇Θ̄α̇
i )

(X2)∆+1
− 8 ∆(∆− 1)

(ΘαiXαα̇Θ̄α̇
i )2

(X2)∆+2
− 8 ∆

(ΘαβXαα̇Xββ̇Θ̄α̇β̇)

(X2)∆+2

+
32

3
i ∆(∆2 − 1)

(ΘαiXαα̇Θ̄α̇
i )3

(X2)∆+3
+

32

3
∆2(∆2 − 1)

(ΘαiXαα̇Θ̄α̇
i )4

(X2)∆+4
, (4.99)

which for the special case ∆ = 1 becomes eq. (3.27) in [111]. After Taylor expanding what

remains is to write all terms in our equation using the same basis of Grassmann objects.

As usual with fermions, high powers of Grassmann variables are not all independent, for

example,

(ΘαiXαα̇Θ̄α̇
i )3 = (ΘαβXαα̇Xββ̇Θ̄α̇β̇)(Θγ iXγγ̇Θ̄

γ̇
i ) . (4.100)

Several identities of this type were needed for the calculations of section 3, we implemented

them in Mathematica using the grassmannOps.m package by J. Michelson and M. Headrick.



Chapter 5

Mixed OPEs in N = 2 superconformal

theories

5.1 Introduction

Lagrangian methods seem to be insufficient when studying N = 2 SCFTs. Although a large

class of them are Lagrangian theories [41], there are many strongly coupled fixed points which

seem to not allow a Lagrangian description [39, 40]. With the goal of developing a Lagrangian-

free framework based only on the operator algebra, in [42] the conformal bootstrap program

for N = 2 theories was initiated. The conformal bootstrap [4, 5, 6] has received renewed

attention after the work of [9]. The idea behind this approach is simple: imposing only

unitarity and crossing symmetry for the four-point function, several CFT quantities can be

obtained.

As pointed out in [42], there are three classes of short representations which are directly

related to physical characteristics of N = 2 theories, and thus can be regarded as a natural

first step in the bootstrap program: the stress-tensor multiplet, the N = 2 chiral multiplets

and the flavor current multiplet. By bootstrapping them, we expect to obtain relevant

information about the a and c anomalies, the Coulomb branch, the Higgs branch and the

108
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flavor central charge k, among other relations. Following this election of multiplets, they

studied the four-point function of chiral operators and the four-point function of flavor current

multiplets, obtaining several numerical bounds. There was a technical reason why the stress-

tensor four point function was not studied in [42]: its conformal block expansion is not known.

The block expansion for mixed operators is even more elusive.

Although the conformal block (or partial wave) decomposition of the four-point function

is an essential ingredient in the conformal bootstrap program, there is no unified framework

to compute the conformal blocks for different types of operators. Harmonic superspace tech-

niques have proved useful to obtain the superconformal block expansion of 1
2
-BPS operators

[117, 106], such as the flavor current multiplet. For the four-point function of two chiral and

two anti-chiral operators, instead of harmonic superspace, chiral superspace has proven more

useful [101]. The stress-tensor multiplet is not 1
2
-BPS nor chiral, but rather “semi-short”

according to the classification of [109]. A first step towards its block decomposition was

taken in [47], where, using standard Minkowski superspace techniques, the complete OPE of

two stress-tensor multiplets was obtained. Due to the different nature of the three multiplets

which we want to study in this article, N = 2 Minkowski superspace seems suitable when

dealing with a mixed combination of them. We denote the corresponding operators of the

stress-tensor, the chiral and the flavor current multiplets as J , Φ and Li j, respectively.

Another source of information used in [42] was the existence of a protected subsector of

operators, present in every N = 2 theory, that are isomorphic to a two-dimensional chiral

algebra [92]. Using this correspondence between N = 2 theories and chiral algebras, along

with the block decomposition of the flavor current four-point function, bounds involving the

central charge c and the flavor central charge k were obtained [92]. Following the same

spirit, and using the J ×J OPE, bounds to the central c were obtained [135]. Furthermore,

studying mixed correlators in the chiral algebra setup, yet another bound relating c and k was

obtained [138]. As pointed out in [138], an interesting result is obtained when combining the

aforementioned analytical bounds involving both c and k: all the canonical rank one SCFTs
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associated to maximal mass deformations of the Kodaira singularities with flavor symmetry

G = A1, A2, D4, E6, E7, E8 [38, 139, 140, 141] live at the intersection of the analytical bounds.

It was also shown that the predicted theories with flavor symmetry G = G2, F4 [42], which

have no known corresponding SCFT, live at the intersection of the bounds as well.

Those previous results entice us to keep studying systems of mixed correlators. While

the single correlator bootstrap has already given interesting results, the addition of mixed

correlators will give us access to the canonical rank one CFTs that live at the intersection of

the analytical bounds. With the numerical bootstrap for the mixed system we will be able to

explore CFT data inaccessible from the chiral algebra. Here we take a first step towards the

construction of the superconformal blocks by obtaining the system of mixed OPE containing

the three multiplets mentioned above: the stress-tensor multiplet, the chiral multiplets and

the flavor current multiplet.

The outline of this article is as follows. In Section 2 we review N = 2 superconformal

three-point function, presenting all the ingredients needed to solve the OPE. In Section 3,

after introducing the EOMs and conservation equations of the J , Φ and Li j superfields we

show how to solve,

〈ΦJ O〉 , 〈ΦLi j O〉 , 〈J Li j O〉 , (5.1)

for every O operator. This information allows us to write down the Φ × J , Φ × Li j and

J ×Li j mixed OPEs. We end in Section 4 with conclusions. We also provide two appendices

for notations and convention, plus solutions to the O operators not listed in the OPEs.

5.2 The three-point function of N = 2 SCFT

It is well known that conformal symmetry fixes, up to an overall constant, the two- and

three-point function for any operator. For a recent review see [8]. Superconformal symmetry

also imposes restrictions to the form of the two- and three-point functions [112, 113]. The
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general expression for three-point functions in N = 2 superspace is,1

〈O(1)
I1 (z1)O(2)

I2 (z2)O(3)
I3 (z3)〉 =

T
(1) J1

I1 (û(z13))T
(2) J2

I2 (û(z23))

(x1̄ 3)2q̄1(x3̄ 1)2q1(x2̄ 3)2q̄2(x3̄ 2)2q2
HJ1J2I3 (Z3) , (5.2)

where zA = (xa, θαi , θ̄
i α̇) is the supercoordinate, q and q̄ are given by ∆ = q+q̄ and r = q−q̄, r

being the U(1)r-charge. The I = (α, α̇, R, r) is a collective index that labels all the irreducible

representation to which O belongs, it can also contain flavor indices. HJ1J2I3 transforms as

a tensor at z3 in such a way that (5.2) is covariant. The chiral and anti-chiral coordinates

are,

xα̇α1̄2 = −xα̇α21̄ = xα̇α1− − xα̇α2+ − 4i θα2 iθ̄
α̇i
1 , (5.3)

θ12 = θ1 − θ2 , θ̄12 = θ̄1 − θ̄2 , (5.4)

with xα̇α± = xα̇α ∓ 2iθαi θ̄
α̇ i. The û matrices are defined as,

û j
i (z12) =

(
x2̄ 1

2

x1̄ 2
2

)1/2
(
δji − 4i

θ12 ix1̄ 2θ̄
j
12

x1̄ 2
2

)
. (5.5)

The argument ofH is given by three superconformally covariant coordinates Z3 = (X3,Θ3, Θ̄3),

which are defined as,

X3α α̇ =
x31̄αβ̇x

β̇β
1̄2
x23̄βα̇

(x31̄)2(x23̄)2
, X̄3αα̇ = X†3αα̇ = −

x32̄αβ̇x
β̇β
2̄1
x13̄βα̇

(x32̄)2(x13̄)2
, (5.6)

Θi
3α = i

(
x2̄3αα̇

x2
2̄3

θ̄ α̇i32 −
x1̄3αα̇

x2
1̄3

θ̄ α̇i31

)
, Θ̄3 α̇ i = i

(
θα32 i

x3̄2αα̇

x2
3̄2

− θα31 i

x3̄1αα̇

x2
3̄1

)
. (5.7)

An important relation which will play a key role in our computations is,

X̄3αα̇ = X3αα̇ − 4i Θi
3αΘ̄3 α̇ i . (5.8)

1We will follow the notation and conventions of [111], and we will also borrow some results from there.
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In addition, the function H satisfies the scaling condition,

HI(λλ̄X3, λΘ3, λ̄Θ̄3) = λ2aλ̄2āHI(X3,Θ3, Θ̄3) , (5.9)

with a− 2ā = 2− q and ā− 2a = 2− q̄. This last piece of information will help us identify

the operator O(3) by comparing its quantum numbers with all the possible representations

listed in Tab. 5.A.

The conformally covariant operatorsDA =
(
∂/∂Xa

3,Dα i, D̄α̇ i
)

andQA =
(
∂/∂Xa

3,Qα i, Q̄α̇ i
)
,

given by,

Dα̇ i =
∂

∂Θα i
3

+ 4iΘ̄α̇
3 i

∂

∂Xα̇α
3

, D̄α̇ i =
∂

∂Θ̄3 α̇ i

,

Q̄α̇ i =
∂

∂Θ̄3 α̇ i

− 4iΘi
3α

∂

∂X3αα̇

, Qα i =
∂

∂Θα i
3

,

(5.10)

appear naturally when applying the superderivatives on H (Z):

D i
1αH

(
X3,Θ3 Θ̄3

)
=i

(x3̄ 1)α β̇

(x1̄ 3
2x3̄ 1

2)1/2
û i
j (z31)D̄β̇jH

(
X3,Θ3 Θ̄3

)
,

D̄1 β̇ jH
(
X3,Θ3 Θ̄3

)
=i

(x1̄ 3)α β̇

(x1̄ 3
2x3̄ 1

2)1/2
û i
j (z13)Dαi H

(
X3,Θ3 Θ̄3

)
,

D i
2αH

(
X3,Θ3 Θ̄3

)
=i

(x3̄ 2)α β̇

(x2̄ 3
2x3̄ 2

2)1/2
û i
j (z32)Q̄β̇jH

(
X3,Θ3 Θ̄3

)
,

D̄2 β̇ jH
(
X3,Θ3 Θ̄3

)
=i

(x2̄ 3)α β̇

(x2̄ 3
2x3̄ 2

2)1/2
û i
j (z23)Qαi H

(
X3,Θ3 Θ̄3

)
.

(5.11)

There are similar relations for quadratic derivatives. A quick computation shows,

D α i
1 D j

1αH
(
X3,Θ3 Θ̄3

)
= − û

i
k (z1 3)û j

l (z1 3)

x1̄ 3
2x3̄ 1

2
D̄kα̇D̄α̇ lH

(
X3,Θ3 Θ̄3

)
, (5.12)

and similar relations for D̄1 i j, D
i j

2 and D̄2 i j. These relations will be very important when

we impose the EOM/conservation equations of the superfields on the three-point function,

restricting the form of all possible O in (5.2).
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For a general CFT, the conformal symmetry is strong enough to to fix the OPE coef-

ficients of the descendants in terms of that of the primary operator. This is not the case

in supersymmetric theories, where nilpotent structures which contribute to the superdescen-

dants can appear in the three-point function, see for example equation (3.23) in [111], and

also equations (3.18) and (3.25) in [47]. In the cases studied here, the EOM/conservation

equations will impose restrictions strong enough to fix the form of the three-point function

completely, but this is not necessarily true for general operators.

5.3 Mixed OPE

We mentioned in the introduction that we are interested in the mixed OPEs of three multi-

plets: the stress-tensor multiplet, theN = 2 chiral multiplets and the flavor current multiplet,

because of their close relation with physical properties of N = 2 theories:

• The semi-short multiplet Ĉ0(0,0)
2 contains a conserved current of spin 2 and the spin 1

R-symmetry currents. It is well known that such spin 2 conserved current is the stress-tensor,

which is present in every local theory, therefore, the study of this multiplet will give us general

information about N = 2 theories. Its higher spin generalization Ĉ0(j1,j2) will contain higher

spin conserved currents, which are not expected to appear in interacting theories [127, 128].

• The vacuum expectation value of chiral multiplets, Eq,3 parametrizes the Coulomb

branch of the moduli space of N = 2 theories. The complex dimension of this branch defines

the rank of the N = 2 theory. For a systematic study of rank one theories using their

Coulomb branch geometries see [90, 143].

• The B̂1 multiplet plays an important role in theories with flavor symmetry. Global

symmetries currents can only appear in the B̂1 or the Ĉ0( 1
2
, 1
2) multiplets. We already argued

why this last multiplet must be absent. Therefore, for the study of N = 2 theories with

flavor symmetries the B̂1 multiplet is fundamental. In analogy with the relation between

2We will mostly follow the conventions of [109], see also Tab. 5.A for a summary.
3We define Eq := Eq(0,0). Although chiral operator with higher spin, Eq(j,0) are allowed by representation

theory, see Tab. 5.A, it was shown that such multiplets are absent in every known N = 2 theory [142].
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chiral multiplets and the Coulomb branch, information about the Higgs branch is encoded

in the B̂R multiplets.

As already noted, all of these multiplets are described by an N = 2 superfield with a

well known EOM/conservation equation. Indeed, the N = 2 superspace conserved current

associated to the stress-tensor, which we denote as J , satisfies the conservation equations

[144],

Di jJ (z) =0 , (5.13a)

D̄i jJ (z) =0 . (5.13b)

The chiral multiplets Eq are described by an N = 2 chiral superfield, denoted here by Φ,

satisfying a linear equation,

Dα̇ iΦ(z) = 0 , (5.14)

which is the same for every r-charge. Unitarity implies q ≥ 1. Because E1 is free, we will

only consider the q > 1 cases. Finally, just as with the stress-tensor multiplet, the N = 2

flavor current superfield, which we call L(i j), satisfies the conservation equations,

Dα
(iLj k)(z) =0 , (5.15a)

D̄α̇
(iLj k)(z) =0 . (5.15b)

Below, we solve the three-point function in order to obtain the OPE. We will first solve

the OPE Eq×Ĉ0(0,0). The reason is twofold: first, it has been shown that a chiral field imposes

a very strong constraint to the form of the three-point function, see for example [118, 42, 135];

second, since J carries no indices, possible solutions to the three-point function are, a priori,

simpler than solutions with Li j. The solutions of H (Z)I tell us the quantum numbers of

OI . Knowledge of the quantum numbers allows us to identify the OI multiplet with the
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corresponding long, short or semi-short multiplet, see Tab. 5.A. Following this logic we next

solve the OPE Eq × B̂1. We end this section with the Ĉ0(0,0) × B̂1 OPE.

5.3.1 Eq × Ĉ0(0,0)

The three-point function (5.2) for a chiral operator and the stress tensor multiplet is,

〈Φ(z1)J (z2)OI(z3)〉 =
λΦJO

(x2
3̄ 1

)qx2
2̄ 3
x2

2 3̄

HI(Z3) . (5.16)

The EOM of Φ (5.14) and the conservation equation of J (5.13) will imply restrictions

in the form of conformally covariant operators acting on H (Z),

D̄α̇ i
1 〈Φ(z1)J (z2)OI(z3)〉 =0 ⇒ Dα j HI(Z3) = 0 , (5.17)

Dij
2 〈Φ(z1)J (z2)OI(z3)〉 =0 ⇒ Q̄kα̇ Q̄α̇ lHI(Z3) = 0 , (5.18)

D̄ij
2 〈Φ(z1)J (z2)OI(z3)〉 =0 ⇒ QkαQα lHI(Z3) = 0 , (5.19)

see (5.11). The D and Q operators were defined in (5.10).

The first constraint, (5.17), implies H(X,Θ, Θ̄) = H(X + 2 i Θσ Θ̄ , Θ̄) = H(X̄ , Θ̄) (we

omit the subscript 3 from now on.) Since Q̄ X̄ = 0, (5.18) implies that H
(
X̄, Θ̄

)
can have

at most a quadratic term in Θ̄ in the form of Θ̄α̇
i Θ̄β̇ i = Θ̄α̇ β̇ [111]. Thus our solutions are

of the form H(X̄, Θ̄) = f(X̄) + g(X̄)α̇ i Θ̄
α̇ i + h(X̄)α̇ β̇ Θ̄α̇ β̇. At this point is good to note

that it is not possible, using only X̄, to construct functions f , g and h with any SU(2)R-

nor U(1)r-charges. Therefore, we can, and will, study the solutions of the f , g and h terms

separately. The constraint (5.19) implies,

∂2

∂Θα i∂Θj
α

H(Z) = −4
(
�̄f(X̄) + �̄g(X̄)α̇ k Θ̄α̇ k + �̄h(X̄)α̇ β̇ Θ̄α̇ β̇

)
Θ̄µ̇
i Θ̄µ̇ j = 0 , (5.20)

where we defined �̄ = ∂2

∂X̄a∂X̄a
. A quick computation shows that Θ̄µ̇

i Θ̄µ̇ jΘ̄
α̇ β̇ is always van-

ishing. This will generate solutions to (5.16) with arbitrary conformal dimension. We will
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identify those solutions with long supermultiplets. Furthermore, Θ̄µ̇
i Θ̄µ̇ j Θ̄α̇ k does not impose

any new condition, thus, the solutions to �̄f
(
X̄
)

= 0 are also solutions to �̄g
(
X̄
)

= 0. The

physical solutions to (5.20) are,

Multiplet H (Z)

A∆
0,3−q( `

2
, `+2

2 ) :
(
X̄2
)− 3

2
+ ∆−`−q

2 X̄α1 α̇1 · · · X̄α` α̇`
Θ̄α̇`+1 α̇`+2

, (5.21a)

A∆
0,3−q,( `

2
, `
2) :

(
X̄2
)− 3

2
+ ∆−`−q

2 X̄α1 α̇1 · · · X̄α`−1 , α̇`−1
X̄α` µ̇ε

µ̇ β̇Θ̄α̇` β̇
, (5.21b)

A∆
0,3−q,( `+2

2
, `
2) :

(
X̄2
)− 5

2
+ ∆−`−q

2 X̄α1 , α̇1 · · · X̄α` , α̇`
X̄α`+1 µ̇X̄α`+2 ν̇Θ̄

µ̇ ν̇ , (5.21c)

C̄0,−q( `
2
, `
2) : X̄α1 α̇1 · · · X̄α` α̇`

, (5.21d)

C̄ 1
2
, 3
2
−q( `

2
, `+1

2 ) : X̄α1 α̇1 · · · X̄α` α̇`
Θ̄i
α̇`+1

, (5.21e)

C 1
2
,− 1

2(0, 1
2) :

(
X̄2
)−1

Θ̄i
α̇ , (5.21f)

B̄ 1
2
, 3
2
−q( 1

2
,0) :

(
X̄2
)−2

X̄α̇ µ̇Θ̄µ̇ i , (5.21g)

Ē−q(0,0) :
(
X̄
)−1

. (5.21h)

There are also extra solutions to (5.16) which we have discarded, see (5.50) and (5.51).

When a long multiplet hits its unitarity bound, it decomposes into different (semi-)short

multiplets [109]. The unitarity bounds of our three long multiplets (5.21a), (5.21b) and

(5.21c) depend on the value of q. There are three distinctive ranges in every case. For

(5.21a) its decomposition is,

q < 2 : A5−q+`
0,3−q( `

2
, `+2

2 )
∼ C0,3−q( `

2
, `+2

2 ) + C 1
2
, 7
2
−q( `−1

2
, `+2

2 ) ,

q = 2 : A3+`

0,1( `
2
, `+2

2 )
∼ Ĉ0( `

2
, `+2

2 ) + Ĉ 1
2( `−1

2
, `+2

2 ) + Ĉ 1
2( `

2
, `+1

2 ) + Ĉ1( `−1
2
, `+1

2 ) ,

q > 2 : A1+q+`

0,3−q( `
2
, `+2

2 )
∼ C̄0,3−q( `

2
, `+2

2 ) + C̄ 1
2
, 7
2
−q( `

2
, `+1

2 ) .

(5.22)
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For (5.21b) the decomposition is,

q < 3 : A5−q+`
0,3−q( `

2
, `
2)
∼ C0,3−q( `

2
, `
2) + C 1

2
, 7
2
−q( `−1

2
, `
2) ,

q = 3 : A2+`

0,0( `
2
, `
2)
∼ Ĉ0( `

2
, `
2) + Ĉ 1

2( `−1
2
, `
2) + Ĉ 1

2( `
2
, `−1

2 ) + Ĉ1( `−1
2
, `−1

2 ) ,

q > 3 : A−1+q+`

0,3−q( `
2
, `
2)
∼ C̄0,3−q( `

2
, `
2) + C̄ 1

2
, 7
2
−q( `

2
, `−1

2 ) .

(5.23)

Finally, (5.21c) decomposes as,

q < 4 : A7−q+`
0,3−q( `+2

2
, `
2)
∼ C0,3−q( `+2

2
, `
2) + C 1

2
, 7
2
−q( `+1

2
, `
2) ,

q = 4 : A3+`

0,−1( `+2
2
, `
2)
∼ Ĉ0( `+2

2
, `
2) + Ĉ 1

2( `+1
2
, `
2) + Ĉ 1

2( `+2
2
, `−1

2 ) + Ĉ1( `+1
2
, `−1

2 ) ,

q > 4 : A−1+q+`

0,3−q( `+2
2
, `
2)
∼ C̄0,3−q( `+2

2
, `
2) + C̄ 1

2
, 7
2
−q( `+2

2
, `−1

2 ) .

(5.24)

Since our selection rules do not give any of the terms in the decomposition of the longs, we

will follow the same procedure as in [47] and only take the first term of each decomposition in

the OPE. The reason is simple: let us take, for example, the (5.21a) when q < 2. As we can

see in (5.22), it decomposes into two semi-short multiplet: C0,3−q( `
2
, `+2

2 ) and C 1
2
, 7
2
−q( `−1

2
, `+2

2 ).

When we solve (5.16) imposing all the constraints (5.17), (5.18) and (5.19) we do not obtain

any solution with the quantum numbers of C 1
2
, 7
2
−q( `−1

2
, `+2

2 ), therefore, our selection rules do

not allow such multiplet as a solution to (5.16). The other multiplet in the expansion,

C0,3−q( `
2
, `+2

2 ), is nothing but a special limit of (5.21a), which is allowed by our selection rules.

The reader might wonder if the selection rules ever allow a term in the decomposition of the

long multiplet besides the first term, or maybe we are omitting valid solutions. Later, when

studying the Ĉ0(0,0)× B̂1 case, we will obtain a solution, (5.38j) and (5.38k), which appear in

the decomposition of a long multiplet (5.38a).
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Finally, we list the OPE between an N = 2 chiral and an N = 2 stress-tensor multiplet,

Eq(0,0) × Ĉ0(0,0) ∼Eq + C0,q( `
2
, `
2) + C 1

2
,q− 3

2( `+1
2
, `
2) + B 1

2
,q− 3

2(0, 1
2) +A∆

0,q−3( `
2
, `+2

2 )

+A∆
0,q−3( `+1

2
, `+1

2 ) +A∆
0,q−3( `+2

2
, `
2) + Fq ,

(5.25)

where Fq is,

Fq =



C̄0,q−3( `
2
, `+2

2 ) + C̄0,q−3( `+1
2
, `+1

2 ) + C̄0,q−3( `+2
2
, `
2) q < 2

C̄0,−1( `
2
, `+2

2 ) + C̄0,−1( `+1
2
, `+1

2 ) + Ĉ0( `+2
2
, `
2) + C̄ 1

2
, 1
2( 1

2
,0) q = 2

C̄0,q−3( `
2
, `+2

2 ) + C̄0,q−3( `+1
2
, `+1

2 ) + C0,q−3( `+2
2
, `
2) 3 > q > 2

C̄0,0( `
2
, `+2

2 ) + Ĉ0( `+1
2
, `+1

2 ) + C0,0( `+2
2
, `
2) q = 3

C̄0,q−3( `
2
, `+2

2 ) + C0,q−3( `+1
2
, `+1

2 ) + C0,q−3( `+2
2
, `
2) 4 > q > 3

Ĉ0( `
2
, `+2

2 ) + C0,1( `+1
2
, `+1

2 ) + C0,1( `+2
2
, `
2) q = 4

C0,q−3( `
2
, `+2

2 ) + C0,q−3( `+1
2
, `+1

2 ) + C0,q−3( `+2
2
, `
2) q > 4

, (5.26)

and ` ≥ 0.

5.3.2 Eq × B̂1

The three-point function (5.2) whith O(1) = Φ and O(2) = Lij is given by,

〈Φ(z1)Lij(z2)OI(z3)〉 = λΦLO
û k
i (z23)û l

j (z23)

(x2
3̄ 1

)qx2
2̄ 3
x2

2 3̄

HI
kl(Z) , (5.27)

where the û matrices were defined in (5.5). The symmetry Li j = Lj i must also appear in

H (Z), implying HImn = HInm.
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Just as with J , the conservation equations for Lij (5.15) imply constraints to H (Z),

Dα
(i L(z)j k) =0 ⇒ Q̄α̇ (iHmn) = 0 , (5.28a)

D̄α̇
(i Lj k)(z) =0 ⇒ Qα (iHmn) = 0 . (5.28b)

Beside these conditions, we have the one that comes from the chiral supermultiplet (5.14),

but we already know from (5.17) that it implies H(Z)Imn = H(X̄, Θ̄)Imn.

Since Q̄α̇ i X̄µ µ̇ = 0, we only need to expand H(X̄, Θ̄) in powers of Θ̄ and find which Θ̄

structures satisfy (5.28a). There are only three of those structures,

ε(m|(iεj)|n) , Θ̄α̇(iεj)m , Θ̄(i j) . (5.29)

Finally, we use X̄ to construct all possible solutions to (5.28b). The solutions to (5.27) are,

Multiplet H (Z)

A∆
0,3−q( `

2
, `
2) :

(
X̄2
)− 3

2
+ ∆−q−`

2 X̄α1 α̇1 · · · X̄α` α̇`
Θ̄i j , (5.30a)

B̄1,−q(0,0) : e(m|(iεj)|n) , (5.30b)

C̄ 1
2
, 3
2
−q( `

2
, `+1

2 ) : X̄α1 α̇1 · · · X̄α` α̇`
Θ̄

(i
α̇`+1

εj)m . (5.30c)

For the only unphysical solution to (5.27) see (5.52)

The unitarity bound of our long multiplet (5.30a) depends on the U(1)r-charge, in a

similar fashion to the Eq × Ĉ0(0,0) case. Its decomposition is,

q < 3 : A5−q+`
0,3−q( `

2
, `
2)
∼ C0,3−q( `

2
, `
2) + C 1

2
, 7
2
−q( `−1

2
, `
2) ,

q = 3 : A2+`

0,0( `
2
, `
2)
∼ Ĉ0( `

2
, `
2) + Ĉ 1

2( `−1
2
, `
2) + Ĉ 1

2( `
2
, `−1

2 ) + Ĉ1( `−1
2
, `−1

2 ) ,

q > 3 : A−1+q+`

0,3−q( `
2
, `
2)
∼ C̄0,3−q( `

2
, `
2) + C̄ 1

2
, 5
2
−q( `

2
, `−1

2 ) .

(5.31)

Among the solutions that we found, there is no C 1
2
, 7
2
−q( `−1

2
, `
2), C̄ 1

2
, 5
2
−q( `

2
, `−1

2 ), Ĉ 1
2( `−1

2
, `
2), Ĉ 1

2( `
2
, `−1

2 )
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nor Ĉ1( `−1
2
, `−1

2 ), therefore, we do not take them into account in the OPE, as explained before.

Finally, we list the OPE of Eq(0,0) × B̂1,

Eq × B̂1 ∼B1,q(0,0) + C 1
2
,q− 3

2( `+1
2
, `
2) +A∆

0,q−3( `
2
, `
2) +



C̄0,q−3( `
2
, `
2) q < 3 ,

Ĉ0( `
2
, `
2) q = 3 ,

C0,q−3( `
2
, `
2) q > 3 .

(5.32)

With ` ≥ 0. Just as with the Eq× Ĉ0(0,0) OPE, the Eq(0,0)× B̂1 OPE has a dependency on the

value of q.

5.3.3 Ĉ0(0,0) × B̂1

Our final mixed correlation function is between a stress-tensor multiplet and the flavor cur-

rent. In this case, (5.2) reads,

〈J (z1)Lij(z2)OI(z3)〉 = λJLO
û k
i (z23)û l

j (z23)

x2
3̄ 1
x2

2̄ 3
x2

2̄ 3
x2

2 3̄

HI
kl(Z) , (5.33)

where the û matrices where defined in (5.5).

We already saw the implications of the conservation equations of J (5.13) and L (5.15)

when we studied the Eq × Ĉ0(0,0) and Eq × B̂1 OPE. The change of position of J from the

second point to the first point only interchanges the Qs for Ds,

Dij
1 〈J (z1)Lij(z2)OI(z3)〉 =0 ⇒ D̄kα̇D̄α̇ lHIij(Z3) = 0 , (5.34a)

D̄ij
1 〈J (z1)Lij(z2)OI(z3)〉 =0 ⇒ DkαDα lHIij(Z3) = 0 , (5.34b)

The (5.34a) condition constraints Hkl(Z) to be of the form [111, 47],

HIij(Z) = f(X,Θ)Iij + g(X,Θ)Iijk,α̇Θ̄α̇ k + h(X,Θ)I
ij,α̇β̇

Θ̄α̇β̇ . (5.35)
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The next step is to find the f , g and h functions. Since (5.28b) does not mix the X with the

Θ, it is natural to use this equation to construct the f , g and h terms as a Θ expansion,

f(X,Θ)I(ij) =
4∑

k=0

fk(X)I(ij),m1···mk,α1···αk
Θα1m1 · · ·Θαkmk , (5.36)

and similar for g and h. The following are the only terms satisfying (5.28b),

ε(m|(iεj)|n) , εm(iεj)a , ε(m|(iεj)|nεo)a , Θα (mεn) (iεj) a −Θαaε(m |(iεj)|n) ,

Θα(iεj)m , Θα(iεj)a , Θ(i j) , Θ(i j)εma .

(5.37)

Note that (5.37) contains the three structures in (5.29) plus five additional structures. The

structures in (5.37) not only tell us the SU(2)R-charge of the O operator in (5.33), but they

also fix its U(2)r-charge thanks to the scaling condition (5.9). The final step is to find the

suitable functions of X in (5.36) satisfying both (5.28a) and (5.34b). The physical solutions

are,

Multiplet H (Z)

A∆
0,0( `

2
, `
2) : − 1

2
(4 + `−∆) X(α1(α̇1 · · ·Xα`)α̇`)Θ

µ(iXµ µ̇Θ̄µ̇ j)
(
X2
)−3+ ∆−`

2

+ i (2− `−∆) X(α1(α̇1 · · ·Xα`−1α̇`−1
εα̇`)µ̇Xα`)ν̇Θ̄

µ̇ ν̇Θij
(
X2
)−3+ ∆−`

2

+ (∆− 2) X(α1(α̇1 · · ·Xα`−1α̇`−1
Θ

(i
α`)

Θ̄
j)
α̇`)

(
X2
)−2+ ∆−`

2 , (5.38a)

A∆
0,0( `

2
, `+2

2 ) : X(α1(α̇1 · · ·Xα`)α̇`

(
i

2
(2− `−∆) Θ̄α̇`+1α̇`+1)Θ

ij

+Θµ(iXµ(α̇`+1
Θ̄
j)
α̇`+2)

) (
X2
)−3+ ∆−`

2 , (5.38b)

A∆
0,0( `+2

2
, `
2) : X(α1(α̇1 · · ·Xα`)α̇`

(
(6 + `−∆) Xα`+1µ̇Xα`+2ν̇Θ̄

µ̇ ν̇Θij

−2iΘ(i
α`+1

Xα`+2)µ̇Θ̄µ̇ j)
) (

X2
)−4+ ∆−`

2 , (5.38c)

C0,0(0,1) : Θµ(iXµ(α̇1Θ̄
j)
α̇2)

(
X̄2
)−2

, (5.38d)

C̄ 1
2
, 3
2( 1

2
,0) : Xα α̇Θ̄α̇(iεj)m

(
X2
)−2 − 4iXα α̇Xβ β̇Θ̄α̇ β̇Θβ(iεj)m

(
X2
)−3

, (5.38e)
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C 1
2
,− 3

2(0, 1
2) : Θµ(iXµ α̇1ε

j)m
(
X2
)−2

, (5.38f)

C 1
2
, 3
2(0, 1

2) : Θ̄
(i
α̇ε

j)m , (5.38g)

C 1
2
, 3
2( `

2
, `+1

2 ) : − 2i`X(α1(α̇1 · · ·Xα`−1α̇`−1
Θ̄α̇`α̇`+1)Θ

(i
α`)
εj)m

+ X(α1(α̇1 · · ·Xα`α̇`
Θ̄

(i
α̇`+1

εj)m
(
X2
)
, (5.38h)

C̄ 1
2
,− 3

2( `+1
2
, `
2) : X(α1(α̇1 · · ·Xα`α̇`)Θ

(i
α`+1)ε

j)m , (5.38i)

Ĉ1(0,0) : ε(m|(iεj)|n) , (5.38j)

Ĉ1( `
2
, `
2) : X(α1(α̇1 · · ·Xα`−1α̇`−1

(
Xα`)α̇`)ε

(m|(i

−4i`
(

Θ(m
α`

Θ̄
|(i
α̇`)

+ Θa
α`

Θ̄α̇`)aε
(m|(i

))
εj)|n) , (5.38k)

B̂1 : − 4iXµ µ̇

(
Θµ(nΘ̄µ̇|(i + ΘµaΘ̄µ̇

aε
(n|(i) εj)|m)

(
X2
)−2

+ ε(n|(iεj)|m)
(
X2
)−1

.

(5.38l)

The discarded solutions to (5.33) are listed in (5.53), (5.54) and (5.55)

The solution (5.38d) is exactly (5.38b) when it hits its unitarity bound, ∆UB = 2. It is

also the only physical solution between a family of unphysical ones (5.53d). (5.38f) is also

the only physical solution of a larger family (5.53a). (5.38h) is valid only for ` ≥ 1, the case

` = 0 being (5.38g). A similar situation happens with (5.38k): it is only valid for ` ≥ 1, the

special case ` = 0 reduces to (5.38j), which is discarded.

Unlike the previous cases, the decomposition at the unitarity bound of the long multiplets

in (5.38) are unique,

A2+`

0,0( `
2
, `
2)
∼Ĉ0( `

2
, `
2) + Ĉ 1

2( `−1
2
, `
2) + Ĉ 1

2( `
2
, `−1

2 ) + Ĉ1( `−1
2
, `−1

2 ) , (5.39)

A2+`

0,0( `
2
, `+2

2 )
∼C0,0( `

2
, `+2

2 ) + C 1
2
, 1
2( `−1

2
, `+2

2 ) , (5.40)

A2+`

0,0( `+2
2
, `
2)
∼C̄0,0( `+2

2
, `
2) + C̄ 1

2
,− 1

2( `+2
2
, `−1

2 ) . (5.41)

Since we do not find any Ĉ 1
2( `−1

2
, `+2

2 ), Ĉ 1
2( `+2

2
, `−1

2 ), C 1
2
, 1
2( `−1

2
, `+2

2 ) nor C̄− 1
2
,− 1

2( `+2
2
, `−1

2 ) solutions,

we discard them from the OPE. Note that the decomposition of (5.38a), (5.39), contains the
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(5.38j,5.38k) solution, as discussed earlier.

Finally, we write down the Ĉ0(0,0) × B̂1 OPE,

Ĉ0(0,0) × B̂1 ∼C0,0( `
2
, `+2

2 ) + Ĉ0( `+1
2
, `+1

2 ) + Ĉ1( `
2
, `
2) + C 1

2
, 3
2( `

2
, `+1

2 ) + C 1
2
,− 3

2(0, 1
2) + B̂1

+A∆
0,0( `

2
, `+2

2 ) +A∆
0,0( `

2
, `
2) ,

(5.42)

with ` ≥ 0. Since this OPE is real, we do not write the conjugate multiplets.

5.4 Discussion

Using only N = 2 superconformal symmetry and Minkowski superspace techniques, we have

computed the mixed OPE between a chiral multiplet Eq, a stress-tensor multiplet Ĉ0(0,0), and

a flavor current multiplet B̂1. Those mixed OPEs were obtained by analyzing all possible

three-point functions between two of the superfields corresponding to the multiplet listed

before and an arbitrary third operator. The solutions were categorized as physical, which we

listed in the OPEs (5.25), (5.32) and (5.42), and extra solutions listed in the Appendix B.

The mixed OPEs involving an Eq multiplet have an explicit dependence on its U(1)r-charge.

This is not an unexpected result. Computation of two (anti-)chiral multiplets with different

U(1)r-charge also shows this behavior [135].

Our results are in complete agreement with the Ĉ0(0,0)×Ĉ0(0,0), Eq×Ē−q and B̂1×B̂1 OPEs

previously found. Our mixed OPEs Eq × Ĉ0(0,0) and Ĉ0(0,0) × B̂1 do not contain any Ĉ0(0,0)

multiplet. This is in agreement with the Ĉ0(0,0)×Ĉ0(0,0) OPE [47], which does not contain any

B̂1 nor Eq operators. From the OPE between a chiral and an anti-chiral multiplet [117], it

was expected to obtain a chiral multiplet Eq from the Eq × Ĉ0(0,0) OPE, and neither a B̂1 nor

Eq in the Eq×B̂1 OPE. Finally, our Ĉ0(0,0)×B̂1 OPE contains a B̂1 multiplet in the expansion,

which agrees with the B̂1 × B̂1 OPE [101].

An interesting generalization of this work is to find the OPEs between different B̂R multi-

plet, with R > 1 and the Ĉ0(0,0) multiplet . As mentioned early, bounds for the central charge
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and the flavor central charge were obtained using the,

〈Ĉ0(0,0)Ĉ0(0,0)Ĉ0(0,0)Ĉ0(0,0)〉 , 〈B̂1B̂1B̂1B̂1〉 and 〈Ĉ0(0,0)Ĉ0(0,0)B̂1B̂1〉 , (5.43)

correlators and the chiral algebra correspondence [92, 47, 138]. When those bounds are

saturated, the OPE coefficients of certain allowed operators also vanish. For example, the

bound that comes from the stress-tensor four-point function, c ≥ 11
30

, is saturated only if the

OPE coefficient of the Ĉ1(0,0) multiplet that appear in the Ĉ0(0,0)×Ĉ0(0,0) is 0. The theory with

c = 11
30

corresponds to the simplest Argyres-Douglas fixed point H0. Using the superconformal

index, it was confirmed that this multiplet does not appear in the Ĉ0(0,0)× Ĉ0(0,0) OPE in the

H0 theory [145]. By studying the OPEs involving a B̂R multiplet with higher SU(2)R-charge,

the chiral algebra correspondence should yield stronger bounds for the theory. Furthermore,

the saturation of the bounds will imply the vanishing of certain OPE coefficient, as in the H0

case. This vanishing of OPE coefficients can be given as input in the numerical bootstrap in

order to single out a particular theory.

5.A Long, short and semi-short multiplets

Representation theory of the N = 2 superconformal algebra has been extensively used dur-

ing this work. We follow the notation of [109], where all unitary irreducible representa-

tions of the extended superconformal algebra were constructed. The N = 2 superconformal

algebra SU(2, 2|2) contains as a subalgebra the conformal algebra SU(2, 2) generated by

{Pα α̇,Kα α̇,Mα
β,M̄α̇

β̇
,D}, where α = ± and α̇ = ±̇ are the Lorentz indices. SU(2, 2|2)

also contains an R-symmetry algebra SU(2)R × U(1)r with generators {Ri
j, r}, where the

i, j = 1, 2 are the SU(2)R indices. Along with the bosonic charges, there are fermionic

supercharges, the Poincaré and conformal supercharges, {Qiα, Q̄α̇ i,Sαi , S̄ α̇ i}.

The spectrum of operators of SU(2, 2|2) is constructed from its highest weight, or super-

conformal primary. Acting with the Poincaré supercharges on the superconformal primary,
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superconformal descendants are generated. A general superconformal primary is denoted by

A∆
R,r(j,j̄), and is referred to as long multiplet. The only restriction for such multiplet is to

satisfy a unitary bound [146],

∆ ≥ 2 + 2j + 2R + r , 2 + 2j̄ + 2R− r . (5.44)

If the multiplet is annihilated by a certain combination of {Qiα, Q̄α̇ i} is referred to as short

or semi-short and it saturates the unitarity bound. These combinations are,

Bi : QiαΨ = 0 , (5.45)

B̄i : Q̄iα̇Ψ = 0 , (5.46)

Ci :


εαβQiαΨβ j 6= 0 ,

εαβQiαQiβΨ j = 0 ,

(5.47)

C̄i :


εα̇β̇Q̄iα̇Ψβ̇ j̄ 6= 0 ,

εα̇β̇Q̄iα̇Q̄iβ̇Ψ j̄ = 0 .

(5.48)

B-type conditions are called short while C-type are called semi-short, because the former are

stronger conditions. In Tab. 5.A we list all possible shortening conditions.

The decomposition of a long multiplet A∆
R,r(j,j̄) when it hits its unitarity bound is given

by,

A2+2j+2R+r
R,r(j,j̄)

∼CR,r(j,j̄) + CR+ 1
2
,r+ 1

2(j− 1
2
,j̄) ,

A2+2j+2j̄+2R
R,r(j,j̄)

∼ĈR(j,j̄) + ĈR+ 1
2(j− 1

2
,j̄) + ĈR+ 1

2(j,j̄− 1
2) + ĈR+1(j− 1

2
,j̄− 1

2) ,

A2+2j̄+2R−r
R,r(j,j̄)

∼C̄R,r(j,j̄) + C̄R+ 1
2
,r− 1

2(j,j̄− 1
2) .

(5.49)
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Shortening Unitarity bounds Multiplet

∆ > 2 + 2j + 2R + r ∆ > 2 + 2j̄ + 2R− r A∆
R,r(j,j̄)

B1 ∆ = 2R + r j = 0 BR,r(0,j̄)
B̄2 ∆ = 2R− r j̄ = 0 B̄R,r(j,0)

B1 ∩ B2 ∆ = r R = j̄ = 0 Er(0,j̄)
B̄1 ∩ B̄2 ∆ = −r R = j = 0 Ēr(j,0)

B1 ∩ B̄2 ∆ = 2R j = j̄ = r = 0 B̂R
C1 ∆ = 2 + 2j + 2R + r CR,r(j,j̄)
C̄2 ∆ = 2 + 2j̄ + 2R− r C̄R,r(j,j̄)
C1 ∩ C2 ∆ = 2 + 2j + r R = 0 C0,r(j,j̄)

C̄1 ∩ C̄2 ∆ = 2 + 2j̄ − r R = 0 C̄0,r(j,j̄)

C1 ∩ C̄2 ∆ = 2 + j + j̄ + 2R r = j̄ − j ĈR(j,j̄)

B1 ∩ C̄2 ∆ = 1 + j̄ + 2R r = j̄ + 1 DR(0,j̄)

B̄2 ∩ C1 ∆ = 2 + j + 2R −r = j + 1 D̄R(j,0)

B1 ∩ B2 ∩ C̄2 ∆ = r = 1 + j̄ R = 0 D0(0,j̄)

B̄1 ∩ B̄2 ∩ C1 ∆ = −r = 1 + j R = 0 D̄0(j,0)

Table 5.1: All possible short and semi-short representations for the N = 2 superconformal
algebra.
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5.B Discarded solutions

Several solutions to (5.16), (5.27) and (5.33) were not listed in the corresponding OPE,

because we regarded them as unphysical. We categorize them in three types,

• Non-unitary solutions. Those solutions have a conformal dimension below the unitarity

bound corresponding to their quantum numbers.

• Long multiplets with fixed dimension. Long multiplets with fixed dimensions were

argued to come from a theory with extended N = 4 symmetry [47]. We are only

interested in theories with N = 2, thus, we will consider such multiplets as being

irrelevant to N = 2 dynamics.

• Solutions with a vanishing overall coefficient. We also find a case where the solution to

the three-point function corresponds to a physical multiplet, a stress-tensor multiplet.

Uniqueness of the stress-tensor implies another symmetry of the three-point function,

which is only satisfied if the overall coefficient vanishes.

Eq × Ĉ0(0,0)

There are two types of discarded solutions to (5.16) which are not listed in (5.25): non-

unitary and solution corresponding to a long multiplet with fixed dimension. The non-unitary

solutions are,

(∆, R, r, j, j̄) H (Z)(
1

2
+ q,

1

2
,
3

2
− q, 0, 1

2

)
:

(
X̄2
)−1

Θ̄i
α̇ , (5.50a)(

q − `, 0,−q, `
2
,
`

2

)
:

(
X̄2
)−1−`

X̄α1 α̇1 · · · X̄α` α̇`
(5.50b)(

−1

2
+ q − `, 1

2
,
3

2
− q, `+ 1

2
,
`

2

)
:

(
X̄2
)−2−`

X̄α1 α̇1 · · · X̄α` α̇`
X̄α̇`+1 µ̇Θ̄µ̇ i . (5.50c)
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Although it is puzzling to find solutions with a conformal dimension that decreases with the

spin, this kind of solutions are not new. They have already appeared in N = 1 theories when

computing the three-point function with two flavor currents [119] and in N = 2 theories

when studying the three-point function with two stress-tensor multiplets [47].

The only long multiplet with fixed dimension is,

A
7
2

+q+`
1
2
, 3
2
−q( `+1

2
, `
2)

: X̄α1 α̇1 · · · X̄α` α̇`
X̄α̇`+1 µ̇Θ̄µ̇ i . (5.51)

Eq × B̂1

The only unphysical solution to (5.27) is,

(
−3

2
+ q − `, 1

2
,
3

2
− q, `+ 1

2
,
`

2

)
:

(
X̄2
)−2−`

X̄α1 α̇1 · · · X̄α` α̇`
X̄α`+1 β̇

Θ̄β̇(iεj)m . (5.52)

Since the conformal dimension of (5.52) is below the unitarity bound for its quantum num-

bers, ∆UB = 11
2
− q + ` for 4 ≥ q ≥ 1 and ∆UB = 3

2
+ q + ` for q ≥ 4, we regard it as a

non-unitarity solution.

Ĉ0(0,0) × B̂1

The non-unitary solutions to (5.33) are,

(∆, R, r, j, j̄) H (Z)(
3

2
− `, 1

2
,−3

2
,
`+ 1

2
,
`

2

)
: X(α1(α̇1 · · ·Xα`−1α̇`−1

(
Xα`α̇`)Xα`+1β̇

Θ̄β̇(iεj)m
(
X2
)−2−`

− 2i (2 + `) Xα`α̇`)Xα`+1)β̇Xµ µ̇Θ̄β̇ µ̇Θµ(iεj)m
(
X2
)−3−`

−2i`εα̇`β̇
Xα`) µ̇Θ̄µ̇ β̇Θ

(i
α`+1)ε

j)m
(
X2
)−2−`

)
, (5.53a)(

1− `, 0, 0, `
2
,
`

2

)
: X(α1(α̇1 · · ·Xα`−1α̇`−1

(
`Θ

(i
α`)

Θ̄
j)
α̇`)

(
X2
)−1−`

(1 + `)Xα`)α̇`)Θ
µ(iXµ µ̇Θ̄µ̇ j)

(
X2
)−2−`

)
(5.53b)
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(
2, 0, 0,

`

2
,
`

2

)
: X(α1(α̇1 · · ·Xα`−1α̇`−1

(
Xα`)α̇`)Θ

µ(iXµ µ̇Θ̄µ̇ j)

−i`Θijεα̇`)µ̇Xα`ν̇Θ̄
µ̇ ν̇
) (

X2
)−(4+`)/2

, (5.53c)(
2− `, 0, 0, `

2
,
`+ 2

2

)
: X(α1(α̇1 · · ·Xα`)α̇`)Θ

µ(iXµ α̇`+1
Θ̄
j)
α̇`)

(
X̄2
)−2−`

, (5.53d)(
2− `, 1, 0, `

2
,
`

2

)
: X(α1α̇1 · · ·Xα`−1α̇`−1

(
Xα`)α̇`)ε

(m|(iεj)|n)
(
X2
)

− 4i(`+ 1)Xα`)α̇`)Xµ µ̇

(
Θµ(mΘ̄µ̇ |(i + ΘµaΘ̄µ̇

aε
(m|(i) εj)|n)

−4`
(

Θ
(m
α`)

Θ̄
|(i
α̇`)

+ Θa
α`)

Θ̄α̇`)aε
(m|(i

)
εj)|n)

(
X2
)) (

X2
)−2−`

,

(5.53e)(
3

2
− `, 1

2
,−3

2
,
`

2
,
`+ 1

2

)
: X(α1α̇1 · · ·Xα`)α̇`

Θµ(iXµ α̇`+1
εj)m

(
X2
)−`−2

. (5.53f)

We also find a solution to (5.33) which corresponds to a long multiplet with fixed dimen-

sion,

A6+`

0,0( `
2
, `
2)

: X(α1(α̇1 · · ·Xα`α̇`)Θ
(i
α`+1

Xα`+2)µ̇Θ̄µ̇ j) . (5.54)

As explained before, we regard this solution as coming from a theory with enhanced N = 4

symmetry.

Finally, there is a very special solution to (5.33),

H (Z) = Θα(iXαα̇Θ̄α̇ j)
(
X2
)−2

, (5.55)

which has conformal dimension ∆ = 2. This solution belongs to a Ĉ0(0,0) multiplet, corre-

sponding to a stress-tensor multiplet. Studying the Ĉ×Ĉ [111, 47] we know that a Ĉ-multiplet

cannot appear in the OPE of Ĉ × B̂. It seems puzzling that we obtain such a solution. But it

is already known that this solution, although satisfies (5.28-5.34), it is not symmetric under

z1 ↔ z3, which comes from the uniqueness of the stress-tensor. Thus, the proportionality

constant of (5.55) has to be 0 (see section 3.3.3 of [111].) This is the only case where there
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is another condition besides the constraints that comes from the EOM of the J and L(ij)

multiplets that is not satisfied.
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[143] P. C. Argyres, M. Lotito, Y. Lü, and M. Martone, Geometric constraints on the space

of N=2 SCFTs II: Construction of special Kähler geometries and RG flows,

arXiv:1601.00011 [hep-th].

[144] M. F. Sohnius, The Multiplet of Currents for N = 2 Extended Supersymmetry, Phys.

Lett. B81 (1979) 8.

[145] J. Song, Superconformal indices of generalized Argyres-Douglas theories from 2d

TQFT, arXiv:1509.06730 [hep-th].

[146] V. K. Dobrev and V. B. Petkova, All Positive Energy Unitary Irreducible

Representations of Extended Conformal Supersymmetry, Phys. Lett. B162 (1985)

127–132.

http://dx.doi.org/10.1016/S0550-3213(98)00139-4
http://arxiv.org/abs/hep-th/9710053
http://dx.doi.org/10.1007/JHEP12(2014)095
http://arxiv.org/abs/1407.2835
http://arxiv.org/abs/1601.00011
http://dx.doi.org/10.1016/0370-2693(79)90703-2
http://dx.doi.org/10.1016/0370-2693(79)90703-2
http://arxiv.org/abs/1509.06730
http://dx.doi.org/10.1016/0370-2693(85)91073-1
http://dx.doi.org/10.1016/0370-2693(85)91073-1

