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Engineering Department, UTFSM) for their kindness and willingness

to help with the paperwork required during these years.

My thanks to my boss in Netos S.A., Hernán Robles, for his under-

standing of the time I had to take off from work to finish my PhD

thesis and the whole team for putting up with this somnolent col-

league.

To my parents and sister, for their encouragement and prayers.

To my lovely daughter Rafaela, an important part of this story. Thanks

for being my living motivation and for the everyday joy that gave me

the energy to continuing work at home. I love you so much.

My infinite gratitude goes to my wife Karin. Without you I could

not have arrived at this point. Thanks for the constant support and

encouragement. Thanks for being in charge of many things while I

was working at my research, for encouraging me to continue in spite of

the many evenings, weekends and holiday time we sacrificed because

of my PhD studies. Thanks from heart. I love you so much.

Finally, to my God for all, in all, always.



Abstract

This thesis focuses on the feasibility of solving network planning prob-

lems that include non-linear aspects by means of integer linear pro-

gramming (ILP).

In the specialized literature, most network planning problems solved

by applying ILP models do not include non-linear expressions in a

direct way. However, non-linear expressions are very common when

including constraints related to key network performance metrics as

the blocking rate or the availability. To circumvent the difficulties of

solving such problems, researchers have usually resorted to not includ-

ing non-linear aspects or using meta-heuristics and heuristics, which

do not guarantee an optimal solution. Such sub-optimal solutions lead

to higher budget requirements or under performing networks and thus,

as long as the optimal solution can be found in acceptable running

times, it is preferred to other alternatives. The use of logarithm func-

tions (to linearize some expressions) and mixed zero-one models have

also be used, but not for the problems addressed in this thesis.

In this thesis 3 network planning problems including non-linear ex-

pressions were solved by means of ILP. The first problem was the

dimensioning of network nodes and links in a dynamic wavelength-

division multiplexed (WDM) network equipped with reconfigurable

optical add-drop multiplexers (ROADM) as switching nodes. The

network had to be dimensioned in such a way that the maximum

blocking probability experienced by point-to-point connections would

not exceed a maximum threshold. To date, no ILP works have ad-

dressed the problem of dimensioning for a specific blocking value. The

second problem consisted on dimensioning and configuring the backup



resources of a static WDM network using shared-path protection as

survivability mechanism. The network had to be dimensioned guar-

anteeing that the availability of every connection would not decrease

under a given target value. A new way of dealing with the non-linear

expression for the availability target, the inclusion of an availability-

based priority scheme for the access to the shared resources and the

equations to consider the wavelength continuity constraint are the

main contributions of this work. Finally, the dimensioning of work-

ing and backup wavelengths of the dynamic WDM network operat-

ing as the physical substrate of a network virtualization system was

solved. In this system, virtual networks must be guaranteed a maxi-

mum blocking and minimum availability. No previous work has dealt

with these constraints.

The strategies used in this thesis to solve non-linear network plan-

ning problems could be used as a starting point to solve problems in

different network contexts that include important non-linear aspects.

Keywords: network planning, integer linear programming, mixed

zero-one models, WDM networks, blocking, availability, ROADM-based

networks, shared path protection, network virtualization.
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Chapter 1

Network Design and Planning

Processes

The deployment of a network is a challenging task that must take into account

a wide range of aspects to meet technical and economic requirements. Besides

the expected connectivity between network nodes, several requirements associ-

ated to the levels of service to be delivered by the network (as delay, blocking,

availability) must be met. Such levels of service must be achieved considering

budget constraints or network cost minimization (initial investment and opera-

tional costs) [159; 160]. Finally, environmental constraints, as geographical or

regulatory aspects related to civil works, must be considered.

A communication network deployment project strongly depends on several

definitions. For example, what kind of network is necessary (long-haul, metropoli-

tan, local area), how it will work (wired or wireless, statically or dynamically)

and what equipment will be in place (types of transmitters/receivers, amplifiers,

switches, etc.). Usually, in the literature the decision-making related to all these

aspects is known as the network design process [38; 121; 162]. In this thesis,

however, the concepts of network design and network planning are considered

separately to better differentiate the nature of the different activities involved, as

in [131].

In this thesis, the network design process defines the type of network to deploy:

network topology, network coverage as well as transmission and control plane
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technologies must be specified in this stage. On the other hand, the network

planning process defines the strategies used to comply with service requirements

such as blocking rate, delay and availability (all directly affected by the network

capacity dimensioning and resource allocation algorithms).

The design and planning network processes are key in the network deploy-

ment project, as they provide the information needed during the implementation

stage of the network [131]. In addition, without such processes a much required

estimation of the deployment cost would not be possible, impacting the feasibility

of the whole project.

Because the operation conditions and service requirements considered as input

to the design and planning processes could vary on time, usually such processes

are part of a continuous improvement cycle, as shown in Fig. 1.1, where the

network is continually monitored, re-designed and re-planned to adapt to the

changing operative network conditions [55].

For the sake of clarity, the process description illustrated in Fig. 1.1 will focus

on wired networks or fixed link wireless networks (thus leaving mobile wireless

networks out of the scope of this thesis).

The first step in such cycle is the Requirements Specifications. In it, network

performance and cost targets are set. Then, the step of Study of Environmental

Information and Forecasts is carried out to identify regulatory and geographically

constrains as well as parameters that affect network operation as traffic profile

and failure probability of nodes and links. Next, the Network Design stage de-

fines the network topology, operation mode and the technology to be implemented

to then start the Network Planning stage, where the resource algorithms in the

control plane are defined as well as the network capacity dimensioning and net-

work configuration specification. Later, the steps of Network Installation and

Configuration are carried out and the network starts operating under the defined

configuration. During this period, the Compliance Assessment step is necessary

to verify if the targets defined in the requirement specification are achieved. If

not, the Adjustments step is executed to correct any deviation from the param-

eters set during the Requirements Specifications step. If the requirements or

network operation conditions undergo major changes, the entire cycle must be

carried out again.
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Requirements 
specification

Study of environmental 
information and forecasts

Network design

Network configuration

Network planning

Network deployment
Compliance 
assessment

Adjustments

Figure 1.1: Cycle of implementation and continuous improvement of a network

The rest of this chapter focuses on the network design and planning processes

and its previous stages, as they produce information relevant to design and plan-

ning steps. According to this, the rest of the chapter is as follows: In Sections 1.1

and 1.2 details about the Requirements Specification and Study of Environmen-

tal Information and Forecasts steps are given, respectively. Then, in Section 1.3,

the aspects of the Network Design step related to topological design, technology

selection and control plane are described, whilst in Section 1.4, different aspects

of real-time and long-term planning process are discussed. The chapter finalizes

with the presentation of the research question of this thesis (Section 1.5), the ob-

jectives and contribution to the area of network planning optimization (Section

1.6), a description of the structure of the remaining chapters (Section 1.8) and

the list of publications generated during this research work (Section 1.9).

1.1 Requirements specification

In this Section, the typical requirements related to the network services, cost,

network coverage and connectivity and quality of service targets are described.
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1.1.1 Network services

The network services required by the network will determine, in part, what type

of technology the network will be equipped with. This situation derives from

the fact that the type of service is closely related to the bandwidth requirements,

which in turn, have a high impact on the technology selection. For example, if the

network service requires the transmission of data collected by industrial sensors

-which only transmit data associated with measurements and status- then, the

bandwidth requirement will be low and fieldbus technologies such as Profibus or

Modbus (in the case of wired networks) or ZigBee (in the case of wireless net-

works) [4; 31; 62; 119] are suitable. Instead, if a local area network requires just

data file transfer then, the bandwidth requirements are fulfilled with the Ether-

net protocol using a wire connection or the WiFi protocol if a wire connection

is not feasible. For multimedia services as VoIP, video conferencing or high-

definition video on demand, more complex technologies as Gigabit Ethernet [71]

for wired connections or WiMax for wireless connections must be implemented

[164]. In metropolitan or long-haul networks, where the service of interconnect-

ing local networks is required, high capacity bandwidth technologies as IP over

WDM or ATM networks should be considered, that must also have the ability to

group/ungroup traffic to/from various sources/destinations [85].

The information provided by this stage must be complemented with the in-

formation provided on the next one, Study of environmental information and

forecasts stage (Section 1.2) to be able to feed the Network design process.

1.1.2 Cost requirements

One important requirement in any industry project is the maximization of profits,

which implies minimizing the costs. In general, either one or the other is looked

for to determine the design and planning of a network whilst satisfying the agreed

quality of services.

In this step, there are two classes of expenditures that should be considered:

capital expenditures (CapEx) and operational expenditures (OpEx). The former

contributes to the fixed infrastructure associated to the network and includes the

purchase of land and buildings (e.g. to house the personnel), civil work (e.g.
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digging to install underground fiber), right-of-ways (to lay fiber on the property

of someone else, e.g. along railways), network infrastructure (e.g., transmission

media wires, access points, IP routers, transmitters, amplifiers, etc.) and software

(e.g. network management system). The latter corresponds to the cost of main-

taining the network operational and includes costs for technical and commercial

operation. [78; 159; 160].

Table 1.1 shows the wide range of costs associated to OpEx, as discussed in

[160]. The first column presents three categories in operational costs: those asso-

ciated to operate an existing network, those associated to set up a new network

and those not related to the technical operation of the network. The second col-

umn presents the different costs associated to the three categories just described.

The third column lists examples of each type of expenditure.

The resulting OpEx usually grows inversely with the CapEx as more expensive

equipment (higher CapEx) might lead to lower maintenance efforts, increased

availability and reduced setup time, all of them decreasing OpEx.
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Table 1.1: Classification of OpEx, based on [160].

Primary

Classification

Secondary

Classification
Examples

Continuous

cost of

infrastructure

related to the

network service

• Floor space

• Power and cooling energy

• Leasing network equipment (e.g. fiber rental)

• Right-of-ways, i.e. the privilege to put fiber on the

property of someone else (e.g. along railways).

Expenditures

to operate an

existing

network

Cost of

maintain-

ing/operating

a network

prone to

failures

• Monitoring the network equipment and its services.

• Stock management (keeping track of the available re-

sources and order equipment if needed).

• Security management (keeping track of people trying

to violate the system and block resources if needed).

• Change management (keeping track of changes in the

network) and preventive replacement.

Failure

reparation

• Service interrupts.

• Diagnosis and analysis.

• Moving technicians to the place of the failure.

• Fixing failures and performing the needed tests to ver-

ify that the failure is actually repaired.

Service

provisioning

and

management

• Processing requests, since entering the administration

till performing the needed tests to ensure proper op-

eration.

• Processing cessation requests, deactivating the circuit,

switching off and physically recovering the equipment.

Pricing and

billing

• Sending bills to the customers and ensuring payment.

• Collecting information on service usage per customer,

calculate cost per customer.

Operational

network

planning

• Re-optimization and planning upgrades
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Table 1.1 Continued: Classification of OpEx Costs based on [160].

Primary

Classification

Secondary

Classification
Examples

OpEx for

Setting up a

Network

Designing and

Planning costs

• Study of environmental information and forecasts.

• Designing and planning studies to evaluate the build-

ing of a new network.

• Introducing a new technology or a new service plat-

form.

• Choice of an appropriate equipment vendor.

Installation of

new network

equipment

• Installing, connecting and configuring new compo-

nents in the network.

• Testing of new components.

• Compliance continuous assessment.

Non telco

specific OpEx

Continuous

cost of

infrastructure

• Buildings to house the personnel.

• Energy for desktop PCs, heating, cleaning of build-

ings.

Administration

costs

• Payment administration for employees.

• Payment for secretary and human resources depart-

ment.

Table 1.2 lists several references where different costs (either CapEx or OpEx)

are considered for the network design and planning processes. For each reference,

the minimization cost goal is described. The first column identifies the reference

whilst the second and third describe the CapEx and OpEx costs considered,

respectively.
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Table 1.2: Costs requirements by different works focused on network design and
planning

REF CapEx OpEx

[14] Not considered
Minimize network equipment energy

consumption.

[65]

Minimize the number and the

location points of the network nodal

equipment

Minimize the the number of PXC

fabrics, distributed among the

network nodes.

[68]
Minimize pricing and energy

consumption costs
Not considered.

[77] Not considered
Minimize network equipment energy

consumption.

[143]

Minimize the total number of

wavelengths to be implemented on

the network

Not considered

[156]

Minimize the total number of

wavelengths to be implemented on

the network

Not considered

[171]
Minimize the number of required

regenerators

Minimize the number of regeneration

sites

1.1.3 Network coverage and connectivity

Network coverage refers to the number and location of network nodes. Network

connectivity is a measure of the amount of links used to connect the nodes (the

higher the number of links, the higher the connectivity). Together, network

coverage and connectivity define the topological network design. In a greenfield

scenario [80; 128], where the network must be built from scratch, the sets of nodes

and links must be defined according to the geographical coverage target and the

degree of connectivity required. In a wire network, the geographical coverage is

determined by the population density (that affects the amount of traffic expected

in a zone) whilst in a mobile network this is affected by the users movement

profile. The connectivity is usually a function of the fault tolerance level required

(normally, at least two different paths are required between any pair of nodes to

ensure survivability to a single failure).[140]

Usually, there is an interplay between the mentioned requirements and other

aspects of this and other stages. For example, the cost increases with the number

of nodes/links, the quality of service is affected by the connectivity (higher con-
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nectivity leads to higher availability, lower delay and blocking but also increases

cost), the technological choices of the design stage are constrained by the dis-

tance between nodes and the dimensioning of capacity of links (carried out in the

planning stage) is in turn affected by the number of links.

Table 1.3 lists some references where network coverage and connectivity re-

quirements are considered. For each reference, a brief description of the work

done is provided along with the requirements considered to define the topological

design.

Table 1.3: Revision of network design and network planning works considering
connectivity requirements

Reference Description Requirements

[46]
Topological design,

minimizing the total line cost.

• Link capacity constraints.

• Average packet delay constraints.

• Reliability constraint.

[122]

Minimize the number of arcs

required to interconnect n

nodes.

• Network diameter does not exceed d.

• The maximum connectivity degree does not

exceed a determined limit.

• The network must survive single node failures.

[140]

Topological design of a

fault-tolerant network with

the aim of minimizing the

total link cost.

• Each node must comply with a minimum

nodal degree, according to the number of fail-

ures the network can survive.

• The average packet delay is constrained to be

lower than a given threshold

1.1.4 Quality of service targets

For the network services to run properly, a set of performance metrics must be

defined along with their acceptable limits. Usual performance metrics are the

blocking rate (fraction of connections blocked from being established in the net-
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work) and the availability of network (fraction of time during which the network

is operative).

The acceptable levels of blocking impact the design of the network in terms

of its capacity, as higher capacity (and thus, higher cost) leads to lower blocking

and the types of algorithms used to allocate resources. With regard to availability

requirements, if a high availability requirement is imposed, network elements with

higher availability will be required, leading also to higher cost. This thesis focuses

mainly on these two performance metrics, described below.

1.1.4.1 Blocking

The blocking rate is a statistical measure that represents the fraction of connec-

tion service requests that could not be served due to the lack of available network

resources (e.g. channels on the links and transmission, reception and storage

resources in source, destination and intermediate nodes)[8; 152].

The network blocking depends on the network capacity in nodes and links,

the traffic generated by users and the provisioning algorithms running on the

network.

Due to the complexity of using exact mathematical expressions to model the

blocking and using it as an input to the dimensioning process, few works have

focused on network dimensioning subject to a limit to the blocking. For example,

in [37] such task was carried out by means of simulation.

1.1.4.2 Availability

Availability can be defined as the probability that a given system is available at

any time. The availability of a system depends on the availability of each of the

elements involved, normally expressed as a function of the time to failure and the

time to repair.[161]

To increase the network availability, survivability strategies are used for the

network to remain operative in the presence of attacks, failures, or accidents

[36; 136; 182]. Protection and restoration are the commonly used network sur-

vivability strategies. Protection reserves backup resources when establishing the

working connection. Restoration instead is a real-time approach that searches for
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backup resources once a failure has occurred. As a result of adding survivability

strategies, additional resources are necessary to achieve the high availability levels

usually required from telecommunication networks. Such backup resources can

be complete routes, segments of routes, links or nodes (network devices) [182].

Survivability can be one of the network design requirements. That is, if a

survivable network is required, then the level of availability considered as ac-

ceptable must be defined. Although different survivable networks might exhibit

very different levels of availability [56; 87], most works consider that a network

is survivable if it is able to survive single link/node failures [58; 63]. Sometimes,

a multiple failure situation (normally, just two simultaneous failures) is also con-

sidered [66; 181]. Very few works define a specific level of availability, although

this is the normal situation on SLAs where the network provider agrees to comply

with values that typically range from 0.99 to 0.9999, depending on the type of

network.

Examples of works considering the availability requirements in the network de-

sign and planning are the following. In [149] protected optical transport networks

are dimensioned considering a minimum value of availability for each connection.

To do so, an heuristic method was implemented such that: first the network is

dimensioned maximizing the connection availability and then, the network capac-

ity is decreased by adjusting the availability. Then, in [63] the optical metro/core

networks with dual-homed access dimensioning considers that 100% survivability

is achieved if the network can survive single node failures. To do so, an heuristic

method was proposed to restore connections. In [66] the design of logical topolo-

gies able to survive multiple failures in IP-over-WDM networks is addressed. For

this, and optimization model based on a column generation path formulation [32]

is used.

1.2 Study of environmental information and fore-

casts

The environmental information includes geographic information, movement of

people and vehicles, weather and government regulations affecting the area where
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any part of the communication network will be deployed. This information is

very important for the CapEx/OpEx estimations [159; 160] and the technological

definitions associated to the transmission media. Table 1.4 lists some examples

about the environmental media and its impact in the network design and planning

processes.

Considering the environmental information, forecasts related to costs [102;

137], failure risks and the traffic behaviour must be generated [157]. Further-

more, the information associated to the users of the network service (movement

of people and vehicles), allows modeling the traffic load that the network will

have to accommodate ([117, Section 5.10],[24]). This information is essential for

the network dimensioning.
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Table 1.4: Examples of environmental information for network design and plan-
ning

Type of

information
Examples Impact

Geographic [99]

• Distance between nodes.

• Topographic information.

• Type of transmission media se-

lection.

• Network CapEX and OpEx.

Movement of people

and vehicles [69; 70]
Movement of people and vehicles

• Wireless channel characteriza-

tion.

• Location of wireless base sta-

tions

• Network CapEX and OpEx.

Weather [92]

• Precipitation type and inten-

sity

• Wind speed and direction

• Requirements of infrastructure

of towers (wireless networks).

• Wireless channel caracteriza-

tion.

• Installation of aerial optical

fiber

• Network CapEx and OpEx.

Government

regulation [145]

Feasibility of installing network points

(wireless towers, fiber optic

termination boxes)

Network CapEX and OpEx

1.3 Network Design Process

The Network Design process

“encompasses much of the up-front work such as selecting which nodes to

include in the network, laying out the topology to interconnect the nodes,

selecting what type of transmission and switching systems to deploy (e.g.,

selecting the line-rate and whether to see optical bypass), what equipment to

deploy a particular node.” [131, pag. 14]
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In the following, the tasks of defining the network topology, the transmission,

switching and control plane technology will be described.

1.3.1 Topological design

Given the requirements about the node set and the connectivity level described in

Section 1.1.3, the topological design problem can be summarized as the selection

of pairs of nodes that are directly connected, irrespective of the transmission

media (guided or not).[113]

The topological design task is usually driven by budget constraints. The main

costs associated to the topology implementation are civil works [165, pag. 282],

the laying of the guided transmission medium (if applicable) and the equipment

required in nodes and links.

Table 1.5 lists some works reporting solutions to the problem of topological

design in different types of networks. For each work, a brief description of the

topology design problem and the cost constraints are given.

Table 1.5: Examples of topological design works

REF Description Costs considered Constraints

[34]

Topology design of IP over

WDM networks

considering energy

efficiency.

Total power consumption.
Minimum nodal degree

limit.

[96]

Genetic algorithm for the

topological design of

survivable optical

transport networks.

CapEx: deployment, cost

with the WDM terminals,

optical amplifiers, and

optical fiber and

transponders

Survivability considering

single-link failure

[178]

Industrial Ethernet

network topological

design, optimizing the

real-time performance

while considering the

constraint of wiring costs.

Wiring costs
Maximum budget

constraint
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1.3.2 Transmission and switching technological design

It corresponds to the process of selecting the transmission and switching techno-

logy used in the physical layer of the network. This process must ensure that the

network will be able to provide the network services established in the require-

ments definition step (Section 1.1.1) at minimum cost. Also, the environmental

information and forecasts (Section 1.2) must be considered in this task.

In this stage each network equipment must be defined as well as the types

of links to use. Table 1.6 lists the types of components to define in this stage

along with their description and the aspects affecting the decision regarding the

technology selected to implement each of them.

1.3.3 Control plane technological system design

It corresponds to the selection of the operating mode of the network that, in turn,

determines the necessary technological infrastructure to enable the control plane

to execute its tasks.

In relation to the operating mode selection, the network could operate in static

mode or dynamic mode. Under static operation, each connection is allocated

network resources during a long period of time (months or even years), even

though during some periods data is not transmitted [2; 6]. Conversely, under

dynamic operation network resources are allocated only while data is actually

transmitted. Such resources are released as soon as data transmission ends. [5;

23; 174]. The decision about designing the network to operate in dynamic or

static mode depends on the associated network equipment purchase budget and

the traffic profile.
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Table 1.6: Transmission and switching technological definitions

Network

component
Aspects to define Affected by

Transmitters

and Receivers

• Modulation and demodulation

system.

• Transmission power level.

• In the case of digital transmission,

the bit rate used.

• For wireless networks, the anten-

nas must be specified (gain, radia-

tion pattern, etc.).

• Signal to noise ratio of physical

links.

• Distance between nodes.

• Topographic characteristics of the

land between nodes

• Weather conditions.

• Interference by other wireless net-

works.

Switching

• Size of switches

• Type of switching (packet switch-

ing [123], circuit switching [91,

pag. 135], etc).

• Network connectivity

• Bandwidth required.

• Type of network services required.

Transmission

media (Section

6.2.1 on [18])

• Wired media (optical fiber, coaxial

cable, UTP)

• Wireless media (WiFi, WiMax)

.

• Distance between nodes.

• Topographic characteristics of the

land between nodes.

• Bandwidth required

Intermediate

transmission

equipment

• Type of repeaters required

• Type of amplifiers required

• Distance between nodes.

• Topographic characteristics of the

land between nodes

Regarding the control plane tasks, the resource provisioning task consists on

finding a route with available resources (in nodes and links) to serve the request

for connection establishment (usually between two nodes) [67; 115; 144]. Upon

failure occurrence on any element of the route, the provisioning algorithm should

also apply strategies to maintain the connection operative. Such strategies can

be of the protection type (switching to backup resources previously configured)
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or restoration type (performing a new resource provisioning process).

In the case that dynamic operation mode is selected, a signaling system that

allows monitoring network status, processing connection requirements and rec-

ognize failure events should be implemented. In addition, a software platform

for the execution of resource allocation algorithms and restoration should be de-

signed. [48; 79; 147]. In the case of static operation mode, the technological

system required is much less complex since a signaling system is not required,

because the configurations are established before network operation starts. [78]

1.4 Network Planning Process

The network design and the network planning processes are closely related, as

the network planning requires the output of the design process to be carried out.

According to [131, pag. 14], in the context of optical networks:

“Network planning is more focused on the details of how to accommodate the

traffic that will be carried by the network. For example, network planning

includes selecting how a particular demand should be routed, protected, and

groomed, and what wavelength(s) in the system spectrum should be assigned

to carry it.”

That is, the Network Planning process consists on defining the network equip-

ment, network configurations and specifying the algorithms implemented in the

control plane in order to meet the service level agreements (see Section 1.1.4).

These tasks must be carried out by minimizing the network cost.

Depending on the time scale involved, the network planning problems can

be classified as real-time network planning and long-term network planning [131,

pag. 14].

• In real-time network planning, there is little time between planning and

provisioning, and demands are generally processed one at a time. It is

assumed that the traffic must be accommodated using whatever equipment is

already deployed in the network. Thus, the planning process must take into

account any constraints posed by the current state of deployed equipment,
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which, for example, may force a demand to be routed over a sub-optimal

path.

• In long-term network planning, there is sufficient time between the planning

and provisioning processes such that any additional equipment required by

the plan can be deployed.

Note that real-time planning depends on the long-term planning as the capac-

ity available in the network impacts the decisions made during real time operation.

In the following, details about these categories are given.

1.4.1 Real-time network planning

During network operation, the real-time network planning process is executed

on-demand by the control plane in response to events generated on the network.

These events corresponds to the connection requests, failures on the network (on

links or nodes) or alarms related to rising traffic levels in parts of the network.

These events, jointly with the network status (updated information about

available network devices and traffic level occupancy in nodes and links), are the

inputs to the real-time network planning. The output of the real-time network

planning corresponds to the configuration required to adapt the network to the

generated event.

Depending on the generated event, a different task must be associated to the

real-time network planning executed by the network control plane. In the case

of a connection request, the resource provisioning algorithm must be executed.

Whereas if a failure occurs, the restoration of the affected connections must be

carried out. Finally, if unacceptable levels of traffic are reached somewhere in

the network, congestion control procedures must be in place. Due to the time

constraints associated to the real-time operation, these tasks must have response

times suitable to the service requirements.

These tasks are detailed in the following.
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1.4.1.1 On-demand resource provisioning

A resource provisioning algorithm must be designed to find and assign the re-

sources necessary to establish a connection [67; 115; 125; 144]. For example, to

establish a connection in a WDM network, a routing and wavelength assignment

algorithm in charge of finding a route and a WDM channel in each link belonging

to the route must be designed [124] (in addition, devices for transmission, recep-

tion and transit between nodes through the selected route must be allocated).

Using an efficient resource provisioning algorithm is key to comply with the

SLA, specially in terms of blocking probability (see Section 1.1.4.1). Due to

this, provisioning algorithms are usually designed to accept as many connection

requests as possible [3; 88].

1.4.1.2 Restoration

Restoration is a real-time strategy to keep the network operative (i.e. connections

already established can continue transmitting information) in spite of network

failures. Restoration consists on finding, on real-time, a new set of operative

resources that can be used as a replacement for the failed ones with the aim to

maintain network operation [27; 86; 94; 118].

Restoration strategies can be classified as:

• Path restoration: the source of the each connection affected by the failed

link/node is responsible for initiating the process of restoring the corre-

sponding connection.

• Link restoration: the source node of the link failed is in charge of initiating

the restoration procedure.

The use of restoration algorithms is key for SLA compliance in terms of avail-

ability (see Section 1.1.4.2) as they increase the availability of connections affected

by failures.

In the following, some examples of works proposing restoration algorithms

are briefly described. In [29] an algorithm to restore connections from double-

link failures in all-optical networks is proposed. All disrupted lightpaths by the
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failure are restored using for the route with the highest possible optical signal-

to-noise ratio. In [16] a survivable algorithm able to restore the network from

network multi-link failure in elastic optical path networks is proposed. To do so,

primary and link-disjoint shared backup paths are pre-computed. Finally, in [49]

backup paths are computed dynamically on the basis of link-state information

after fault occurrence, and in [107] a restoration technique enabling multipath

recovery in an elastic optical network is presented.

1.4.1.3 Network congestion control

If the network applications generate more traffic than the level the network is

designed to operate with, congestion arises. Under congestion, harmful situations

might occur: new connections cannot be established due to the lack of available

resources and, in packet switched networks, the delay of the connections increase

significantly due to switch saturation [93; 120; 129].

Congestion can be controlled by balancing traffic load across the network,

avoiding retransmissions as much as possible, deflecting traffic around congested

zones and discarding data [169].

Congestion control procedures are necessary for the network to comply with

the SLA in terms of delay blocking and availability.

1.4.2 Long-term network planning

Once a network is already designed (see Section 1.3), the long-term planning task

is in charge of the network static configuration and dimensioning, as explained in

the following.

1.4.2.1 Definition of network static configuration

According to the designed control plane (see Section 1.3.3), all aspects of the

network that are not operated automatically must be configured in this stage. In

the following, the more representative examples are described:

• if the routing algorithm is fixed (that is, a unique route is considered for each

possible node pair) or fixed alternate (that is, a set of routes is considered
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for each possible node pair), then the routing tables must be configured in

this stage [83; 84].

• if dynamic channel assignment is not possible during network operation

then the channel to be used for each connection must be defined [139; 172].

• if a protection survivability strategy (for links or routes) is selected rather

than restoration, the control plane must be configured with the information

about the backup resources to use to protect each link or path [42].

• if the control plane does not dynamically adjust power transmission levels

during operation, the power levels of each transmitter, repeater and ampli-

fier must be set [74].

1.4.2.2 Network dimensioning

This task is concerned with determining the number of devices in each section of

the network (e.g. number of channels and amplifiers in links and number of trans-

mitters/receivers in nodes), in such a way that quality of service requirements are

met at the minimum possible cost. Control plane definition and network static

configuration must also be taken into account to carry out the dimensioning.

[63; 64; 135]

Given that the result of the dimensioning task is the number and type of

equipment to be installed, this stage defines an important part of the CapEx.

Because of that, efficient dimensioning methods are very much required. Also, as

the network configuration also impacts the dimensioning, sometimes both stages

(configuration and dimensioning) are carried out jointly with the aim of minimiz-

ing the resulting cost whilst meeting the SLA [30; 35; 156].

1.4.3 Solving network planning problems

Network planning problems are solved by using one of the following three meth-

ods:

• Mathematical programming: technique that allows finding the optimal so-

lution to a constrained problem with an objective function [11]. Typical ob-
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jective functions in network planning problems are minimizing cost (either

represented by money or resource requirements) [65; 68; 171] or maximizing

network performance [59; 149; 168]. Usual constraints include the available

budget [19; 167] or a target performance [30; 106]. Obtaining the optimal

solution of the problem is the main advantage of this technique, but this

comes at the expense of high computational complexity and limitations on

the type of mathematical expressions that can be dealt with (usually, linear

expressions). The latter is the main reason why many network planning

solutions considering non-linear aspects (as blocking or availability) do not

resort to mathematical programming.

• Meta-heuristics: algorithmic procedure that provides good quality solutions

(there is no guarantee of obtaining the optimal solution) with significantly

lower computational complexity than mathematical programming. One of

the main advantages, on top of the low solving time, is that the same meta-

heuristic can be tuned to be used to solve different problems. Examples

of meta-heuristics used to solve network planning problems are: genetic

algorithms [30], ant colonies [173] and greedy algorithms [100].

• Heuristics: ad-hoc algorithms specially designed to solve a specific problem,

without guarantees on the quality of the solution. Unlike meta-heuristics,

different heuristics must be devised to solve different problems. However,

they are simpler to implement than mathematical programming or meta-

heuristic approaches. Examples of works proposing heuristics used for net-

work planning problems are [27; 63; 67; 115; 149].

1.5 Research question

This thesis focuses on solving network planning problems including requirements

on the values of non-linear performance metrics (as blocking and availability)

to be able to comply with typical SLA requirements. Usually, such problems

are solved by means of meta-heuristics or heuristics, as the non-linear expres-

sions make difficult the application of mathematical programming. However -in

discarding the use of mathematical programming- the optimal solution cannot
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be found, leading to higher cost or worse network performance. Therefore, the

research question of this thesis is:

“‘Is it possible to solve network planning problems by applying mathematical

programming when non-linear performance metrics need to be considered?”

To answer this research question, in this thesis 3 network planning problems with

non-linear expressions for the performance metrics are studied:

• Dimensioning of dynamic WDM networks equipped with ROADM nodes

such that minimum CapEx (corresponding of network equipment) are re-

quired whilst guaranteeing that no connection exceeds a given value of

blocking.

• Dimensioning and configuration of minimum backup resources in a static

WDM network such that every connection is guarantee a minimum avail-

ability level.

• Dimensioning of minimum working and backup resources of a dynamic

WDM network used as the physical substrate of a network virtualization

system such that every virtual network has a maximum blocking and min-

imum availability.

1.6 Objectives of this thesis

• Compiling the information scattered in different publications about the net-

work design and planning processes.

• Deriving mathematical programming formulations that allow including spe-

cific non-linear expressions into the model.

• Obtaining the optimal solution to different network planning problems with

non-linear expressions applying mathematical programming.
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1.7 Contribution of this thesis

The novel contributions of this thesis are the following:

i) A written compilation of the main aspects related to the network design

and planning processes.

ii) Formulation and solving of a mathematical programming model that mini-

mizes the network cost in a dynamic WDM network equipped with ROADM

nodes, including non-linear constraints of blocking.

iii) Derivation of an expression to estimate the availability of connections in a

availability-based priority system for a shared-path protection network.

iv) Formulation and solving of a mathematical programming model that mini-

mizes the backup resources in a shared-path protected optical network (with

and without wavelength conversion) such that every connection is guaran-

teed minimum value of availability.

v) Design of a greedy algorithm to solve the dimensioning problem of mini-

mizing backup resources in a static WDM network under shared-path pro-

tection.

vi) Formulation and solving of a mathematical programming model that mini-

mizes resources in the physical substrate of network virtualization problem,

such that virtual networks are guaranteed a maximum blocking and mini-

mum availability.

1.8 Chapters distribution

The remaining chapters of this thesis are as follows:

• Chapter 2: A review of the main techniques used to solve network planning

problems is presented to then introduce the main concepts associated to 3

network problems studied in this thesis, namely: ROADM-based dynamic

optical networks, shared-protected optical networks and network virtualiza-

tion systems. The chapter finishes with a review of previous works using
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mathematical programming models to solve the network planning problem

in each of these types of networks.

• Chapter 3: This chapter address the problem of dimensioning a minimum

cost Colorless / Directionless/ Contentionless (CDC) ROADM-based net-

work. The network design is constrained by the maximum acceptable value

for the blocking probability of every connection. To do so, first a CDC

ROADM architecture that allows full wavelength conversion is proposed,

as the blocking probability of dynamic networks is strongly affected by the

wavelength conversion capability. Next, an ILP model that includes the

stochastic nature of traffic demands and aims at minimizing the network

cost subject to the blocking probability constraint for each connection is

proposed. As a result, for a given maximum acceptable blocking probabil-

ity per connection, the number of transmitters, receivers and wavelength

converters in the CDC-ROADM nodes is determined. Finally, results for a

set of realistic topologies with a target blocking value of 10−3 are presented.

• Chapter 4: In this chapter the problem of determining the backup wave-

length requirements of a static optical network operating under shared pro-

tection is addressed. The chapter presents the formulation of an ILP model

that aims at minimizing the total number of backup wavelengths such that

the availability of every connection meets a given target value as well as a

heuristic approach to solve the same problem in a shorter time. A modifi-

cation of the original ILP to consider the wavelength continuity constraint

is also presented to evaluate the impact of wavelength conversion. The

ILP model identifies the set of connections sharing backup resources in any

given network link. Also, a greedy algorithm that solves larger instances in

shorter time than the ILP model is proposed. Finally, results for a set of

topologies are presented. For each topology two scenarios were evaluated:

homogeneous (the same availability target for each connection) an hetero-

geneous (different availability targets for different connections) scenarios,

considering full and no wavelength conversion capability.

• Chapter 5: This chapter deals with the dimensioning and configuration of
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working and backup wavelengths on a network virtualization system (virtual

networks are dynamically established on a physical optical substrate). To

do so, a first mathematical programming model is presented. The model

determines the minimum number of working wavelengths required in the

physical substrate of the system such that virtual network blocking does

not exceed a given threshold. Then, a second mathematical programming

is derived. This model aims at minimizing the number of backup resources

required in a shared-path protected substrate network such that the avail-

ability of the virtual networks established in the system is guaranteed to

achieve a minimum value Results for ring virtual topologies are presented.

• Chapter 6: The main findings of this research work along with possible

future research lines are discussed.
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Chapter 2

WDM Network Planning

Problems: A Review

This chapter presents an introduction to the three network planning problems

addressed in this thesis, namely: dimensioning of a ROADM-based network,

dimensioning of a shared protected optical network and dimensioning of a network

virtualization system. To do so, first a description of the main solving methods

used for network planning problems is given in Section 2.1 . Then, the main

concepts associated to each network planing problem are presented in Secction

2.2 . Finally, Section 2.3 reviews the literature in terms of the methods used and

results obtained in solving each network planning problem.

2.1 Modeling and solving network planning prob-

lems

The network planning problem is one of the most complex parts of the continuous

cycle of network implementation and improvement. In fact, in [95], it is described

as a

“multi-objective optimization problem which involves clustering the area of

interest by minimizing a cost function which includes relevant parameters,

such as installation cost, distance between user and base station, supported

traffic, quality of received signal, etc.”
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As such, it has triggered much theoretical work regarding how to model a network

for further mathematical analysis, what aspects of cost should be considered, how

to measure the performance of the planned network and what theoretical tools

can be used to plan a network. In the following, these four aspects are briefly

discussed.

2.1.1 Network modeling

Typically, a network is mathematically modeled as a graph V = G(L,N), where

L is the set of links and N the set of nodes. If the links connecting a node pair are

identical in each direction, a undirected graph is enough. Otherwise, a directed

graph must be used. [13], [154, Section 2.1]

Depending on the objective of the planning task, a weighted graph can also

be used where the links can be associated to their length, cost of implementation

or other parameters affecting the network cost [54; 89].

2.1.2 Network cost

Once the network design is ready, the network planning process requires a math-

ematical expression to model the cost in such a way that the objective of keeping

the cost as low as possible can be met by using a mathematical approach. Such

formula can consider CapEx, OpEx or both.

When considering CapEX, information about network equipment and phys-

ical premises costs are required (data collected in the “Forecasts and study of

environmental information” stage). The network equipment selection must be

done on the basis of the parameters that allowing complying with the SLA (usu-

ally defined in the “Requirements” stage of cycle in Figure 1.1) at the minimal

possible cost. [72]

When taking OpEx into account, all costs associated to the correct network

operation (i.e. complying with the SLA) must be considered. Among these, the

equipment maintenance expenses (related to network monitoring and reparation)

and energy consumption are the most relevant [17; 78; 160].
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2.1.3 Performance metrics

Measuring the performance of the network in terms of relevant aspects (as the

blocking probability or availability of network connections) is key to develop a

network plan that complies with the SLA. In the network planning stage (where

the actual network is not in place and thus, direct measurement is not possible)

usually such metrics are estimated by means of some mathematical approach. In

this way, the network dimensioning can be adjusted if the performance metric

is out of the required range of values. The complexity of the telecommunication

system determines the complexity of the method for estimating the performance

measures. Typical telecommunications systems are very complex, mostly due to

the random nature of traffic. Due to this, event-driven simulation is a possible

approach. However, simulation is a time-consuming method for planning pur-

poses and an optimal solution is not guaranteed. Optimization methods are a

better choice from the point of view of the optimality of the solution. However,

several performance metrics of telecommunication systems (especially those of

dynamic nature) are expressed by means of non-linear formulae and this hinders

the application of optimization [60; 133]. Details about how optimization models

deal with this situation are given in Section 2.1.4.1.

2.1.4 Solving network planning problems

Any network planning solving method must clearly define the following aspects

to be able to represent and find an acceptable solution:
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Figure 2.1: Schematic for stages in the network planning solution process

• network parameters : these are aspects of the network that affect the cost

or complexity of the planning solution but that must be set to specific

values during the search for a feasible solution. For example: pre-computed

shortest paths, equipment cost, link availability.

• solution codification: this is the format used to represent the network plan-

ning solution. For example, if the problem is network link dimensioning,

then the solution will be codified as a vector with as many elements as net-

work links. Each element in the vector corresponds to the capacity of the

corresponding link.

• solution feasibility: this is the set of conditions that define whether a solu-

tion is feasible or not. For example, the maximum distance between con-

secutive amplification points or the maximum acceptable value of blocking.

• solution quality: this is a function whose evaluation allows determining
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whether solution A is better than solution B or not. Usually, this is a

function that evaluates the cost of a solution.

Figure 2.1 shows the different stages of the network planning solving process

along with their components and expected inputs/outputs. It can be seen that

the information required to feed the solver comes from the “Requirements spec-

ification”, “Environmental information and forecast” and the results from the

“Network design”. All this information is compiled to enter to the solver as the

“Network parameters” and defining the solution coding, feasibility and quality.

The output information generated by the solver corresponds to the Network di-

mensioning (long-term planning) and Configuration specification (either for short

or long-term planning). In the following, the methods used by a solver are de-

scribed. They can be classified in 3 main groups: mathematical programming,

meta-heuristics and heuristics.

2.1.4.1 Mathematical programming

When using mathematical programming, the optimization model is expressed in

terms of an objective function (that determines the solution quality), a set of

decision variables (that codify the solution) and a set of constraints modeled as

mathematical expressions (that define the solution feasibility). The objective

function is expressed in terms of decision variables and network parameters.

The mathematical optimization allows finding an optimal solution within the

total set of feasible solutions to a given problem. The optimality of the solution

is measured in terms of the minimization/maximization of the objective function,

given a set of constraints.[11]

According to the definition of the decision variables, mathematical optimiza-

tion models can be classified as: continuous optimization models (all decision

variables take continuous values), integer optimization models (the values of the

decision variables are restricted to integer values) or mixed optimization models

(the values of some decision variables are restricted to integer values and others

can take continuous values).

On the other hand, optimization models can also be classified as linear and

non-linear depending on the operations conducted on the decision variables, either
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in the objective function or the constraints. In a linear optimization program,

the objective function and all constraints are expressed as linear expressions of

the decision variables. In non-linear programming models, either the objective

function or any of the constraints are expressed as non-linear functions of the

decision variables.

In the network planning area the use of integer optimization models is very

common because the decision variables usually take discrete values (for example,

it is necessary to determine the number of network devices, the number of chan-

nels, or whether or not implementing a link). Also, dynamic networks planning

problems are represented by non-linear models because of the random nature of

traffic and failure occurrence. In this way, the usual methods for network planning

problems are either Integer Non-Linear Programming (INLP) or Mixed Integer

Non-Linear Programming (MINLP).

Current solving methods for INLP models, that mix the complexity of dealing

with integer variables with that of dealing with non-linear expressions, do not

exhibit the same solution capabilities of current ILP models [76, pag. 3]. This

gap increases with the number of decision variables and constraints. Therefore, a

usual strategy is linealizing the non-linear expressions so MILP solvers [76, pag.

x] as cutting planes algorithms based on polyhedral combinatorics; enumerative

approaches and Branch-and-Bound, Branch-and-Cut and Branch-and-Price; and

relaxation and decomposition techniques. [45], [126, part IV] can be applied.

To linealize non-linear expressions several techniques can be used. For ex-

ample: applying logarithmic function to expressions where decision variables are

multiplied (and thus, they become sums) and incorporating new integer variables

and constraints using mixed zero-one programming models [44; 50; 105] for func-

tions depending on one or more variables. Linearization techniques usually comes

at the expense of adding many auxiliary variables and restrictions to the original

MINLP.

Some references of mathematical programming optimization models imple-

mented for long-term planning network are the following. In [151] an ILP model

to dimension the number of transceivers in elastic optical networks is derived

and solved. In [33] the dimensioning of server resources and network infrastruc-

ture to implement a decentralized, big-scale survivable network is carried out by



2. STATE OF THE ART. 33

formulating and solving an ILP model. Then, in [22] an ILP model for dimen-

sioning the number of splitters, AWGs (Arrayed Waveguide Grating device) and

ports in a Passive Optical Network is presented. Finally in [166], an optimization

problem, formulated as a MILNP model, aimed to minimize resource allocation

whilst guaranteeing the quality of transmission of every channel is proposed in

the context of elastic optical networks. The MILNP though is not solved. The

problem is solved by means of a heuristic method.

2.1.4.2 Meta-heuristics

Metaheuristics

“... represent a family of approximate optimization techniques [. . . ] They

are among the most promising and successful techniques. Metaheuristics

provide “acceptable” solutions in a reasonable time for solving hard and

complex problems in science and engineering. This explains the significant

growth of interest in metaheuristic domain. Unlike exact optimization al-

gorithms, metaheuristics do not guarantee the optimality of the obtained

solutions. Instead of approximation algorithms, metaheuristics do not de-

fine how close are the obtained solutions from the optimal ones.”

“The word heuristic has its origin in the old Greek word heuriskein, which

means the art of discovering new strategies (rules) to solve problems. The

suffix meta, also a Greek word, means “upper level methodology.” The term

metaheuristic was introduced by F. Glover in the paper [51]. Metaheuristic

search methods can be defined as upper level general methodologies (tem-

plates) that can be used as guiding strategies in designing underlying heuris-

tics to solve specific optimization problems.”[141, pag. 14]

Unlike mathematical programming, implementing a metaheuristic does not

require evaluating the quality of the solutions by means of a mathematical ex-

pression. Constraints do not require to be expressed as mathematical equations

neither. As a result, when a linear or integer programming model is not possible

(either because of non-linear expressions or computational complexity), meta-

heuristics are an attractive solution technique alternative.
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The metaheuristics can be classified in single-solution based and population-

based. The single-solution based algorithms manipulate and transform a sin-

gle solution during the search, intensifying the search in local regions (explota-

tion). Population-based algorithms instead evolve a whole population of solu-

tions allowing a better diversification in the whole search space (exploration)

[141, pag. 25]. Some examples for single-solution based are local search, greedy

algorithms, tabu search, simulated annealing, threshold accepting, variable neigh-

borhood search, iterated local search, guided local search and GRASP (Greedy

Randomized Search Procedure). On the other side, in the population-based algo-

rithms a whole population of solutions is evolved. Some examples for population-

based metaheuristics are evolutionary algorithms (genetic algorithms, evolution

strategies, genetic programming, evolutionary programming, estimation of distri-

bution algorithms, differential evolution, and coevolutionary algorithms), swarm

intelligence-based methods (e.g., ant colonies, particle swarm optimization), scat-

ter search, bee colony and artificial immune systems. [142, pag. xix-xx], [141,

pag. 25]

Metaheuristics are not a good solving technique when randomly generating

a space solution with feasible solutions is hard (usually because of very complex

solution coding or very constrained problems).

In the following, some examples of works using metaheuristics to solve long-

term planning network problems are given.

In [30], the routing and dimensioning problem (number of wavelengths re-

quired per link) in dynamic WDM networks with fixed routing is solved by

means of a genetic algorithm. In [110] the regenerator placement and dimen-

sioning (number of regenerators) problem is solved for an optical network using

GRASP and BRKGA (Biased Random-Key Genetic Algorithms).

2.1.4.3 Heuristics

Heuristics are ad-hoc algorithms specially designed to solve a particular prob-

lem leveraging on specific knowledge about such problem. As such, they carry

out a more constrained exploration in the solution space than mathematical pro-

gramming and meta-heuristics resulting in shorter execution times. Unlike meta-
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heuristics, a same heuristic cannot be used to solve two different problems. As a

result, the solution coding, feasibility and quality are defined specifically for each

problem and cannot be adapted to a different problem in an easy way.

Typically, heuristics are used if the network planning problem cannot be solved

applying mathematical programming or metaheuristics or if the solving time is

constrained. Because of that, run-time network planning problems are usually

adressed by means of heuristics.

Examples of the use of heuristics for run-time planning problems are [67; 115;

125; 144] for resource provisioning and [27; 86; 94; 118] for restoration methods.

2.2 Basic concepts

This section presents the main concepts associated to the 3 long-term network

planning problems solved in this thesis. Section 2.2.1 introduces the concept

of WDM networks. Section 2.2.2 describes the main characteristics of a Re-

configurable Optical Add Drop Multiplexer (ROADM) and the advantages of a

ROAD-based WDM network. Section 2.2.3 describes the survivability methods

of dedicated path protection and shared path protection. Finally, Section 2.2.3

presents the main concepts associates to a network virtualization system.

2.2.1 WDM Networks

An optical WDM network uses optical fiber as transmission medium and wavelength-

division multiplexing as a sharing technique to the multiple point-to-point con-

nections that transmit using the same optical fiber. That is, every different

connection is allocated a different wavelength in an optical fiber link to achieve

simultaneous data transmission of different connections. The physical principles

that make optical transmission possible are explained in [10].

Currently, WDM networks are the dominant technology in transport networks

due to its high transmission rate (250 Gbps [81]) and low signal attenuation

0.2 dB
Km

, allowing transmission without amplification over long distances [131, pag.

12]. The spectrum bands used by WDM networks are known as the C band

(wavelengths from 1530nm to 1565nm) and L band (wavelengths from 1565nm
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to 1625nm). Although wavelengths used for optical transmission are in the non-

visible part of the spectrum, in this thesis different wavelengths are identified

with different colors just for the sake of understanding.

To establish a point-to-point connection between a source node and a destina-

tion node, a route and a wavelength in each link along the route must be allocated

[15] . To do so, a wavelength cannot be used by more than one connection at

each network link. The allocation of wavelengths is very much affected by the

existence of wavelength conversion capability (i.e., the capability of transmitting

the data of a connection using different wavelengths along the route). Such ca-

pability is implemented in the network nodes, that must be able to switch an

incoming signal to an output port using a wavelength different than that used to

receive the data [25; 170]. If network nodes are not equipped with wavelength

conversion, the same wavelength must be used along the route. This is known as

the wavelength continutiy constraint [12; 57]. Conversely, if nodes are equipped

with full wavelength conversion, different wavelengths can be used along a route.

In either case, the specification of a route and the wavelength(s) used along that

route make a lightpath.

Figure 2.2 shows an schematic of a WDM network , made of 5 nodes and

12 unidirectional links. Two lightpaths are established in the network: one to

transmit data from node A to C (segmented line), implementing connection c0;

and a second one to transmit data from node B to E (dotted line), implementing

connection c1. The lightpath for c0 is associated to the route (l7, l5) and the blue

wavelength in both links. The lightpath for c1 is associated to the route (l1, l7, l11)

and the blue wavelength only in links l1 y l11; in link l7 the orange wavelength is

used as the bluw one is already allocated to c0. To achieve such configuration, at

least nodes A y D must be equipped with the wavelength conversion capability.

2.2.2 ROADM and ROADM-based WDM Networks

A Reconfigurable Optical Add Drop Multiplexer (ROADM) is an optical com-

mutation device capable of automatically switching any wavelength coming from

any input link to any output link. If equipped with wavelength conversion, the

switching could be done from any wavelength coming from any input link to any
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Figure 2.2: Routing and wavelength assignment example in WDM networks.

wavelength in the output link [131, pag. 27], [132].
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Figure 2.3: ROADM schematic, extracted from [26, pag. 24].

Figure 2.3 shows a generic black-box schematic of a ROADM: input wave-

lengths (carrying incoming traffic from other network nodes) can either be trans-

mitted to the output wavelengths (carrying data directed to other network nodes)

or to the drop wavelengths (carrying data directed to this node). Analogously,

output wavelengths can be fed from input wavelengths or add wavelengths (car-

rying traffic generated at this node and directed to other network nodes). Three

main sections can be distinguished in a ROADM: add section, drop section and

transit section. In the add section, the information generated at the electronic

layer of the local node is transformed into an optical signal and inserted into the

right output channel. In the drop section, the incoming optical signals whose

destination is the local node are received, transformed into electronic signals and

sent to the electronic layer of the local node. Finally, in the transit section all

data from input/add wavelengths that must be directed to other network nodes

is switched into their corresponding output/drop wavelengths.
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Figure 2.4: Internal configuration of a 3-wavelength ROADM, based on [53, pag.
79].

Figure 2.4 shows an schematic of the internal configuration of a simple 3-

wavelength ROADM. The ROADM has one input port (where the 3 input wave-

lengths are received) and two output ports ( each associated to an optical fiber

carrying 3 output wavelengths each). The demultiplexer at the entrance of the

node decomposes the input signal in 3 different wavelengths. Each of them is di-

rected to a conmutation device in charge of selecting what input/add wavelength

is directed to what output/drop wavelength. The 2 sets of output wavelengths

are bundled together by means of two multiplexers connected to the output ports.

Internally, a ROADM can exhibit any combination of the following three capa-

bilities.

A colorless ROADM allows any transmitter/receiver in the add/drop Section

transmitting/receiving in any wavelength channel. Without this capability, each

transmitter/receiver can transmit/receive only in a specific wavelength, leading

to an increase in the network blocking probability due to wavelength contention

in the transmitter/receiver pools [1; 82; 101; 130].

In a directionless ROADM node every transmitter in the add Section can

transmit to any output link. Analogously, every receiver in the drop Section can
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receive information from any input link. In a directed ROADM node instead

(i.e. without the directionless capability) each transmitter/receiver can trans-

mit/receive only to/ from a given output/input link. Thus, to achieve the same

blocking performance that a directionless ROADM, a higher number of (under-

utilized) transmitter/receivers will be required [1; 82; 101; 130].

Finally, in a contentionless ROADM node a wavelength channel can be used

by more than one transmitter in the add Section (or receiver in drop Section),

as long as they are directed to different output links (or coming from different

input links). A ROADM without the contentionless capability exhibits a higher

blocking probability, as “available” wavelengths cannot be used for transmission

of data [1; 82; 101; 130].

To deploy an efficient dynamic WDM network, nodes implemented as Col-

orless, Directionless and Contentionless ROADMs (CDC ROADM) are required.

Otherwise not only the blocking performance of the network degrades but also

network operation complexity increases due to the additional constraints on the

lightpath allocation task. Several architectures of CDC ROADM have been pro-

posed in the literature [1; 52; 82; 101; 130; 138; 153].

Given that ROADMs are a key component of automatically switched optical

networks and that wavelength conversion has been shown to play an important

role on decreasing the blocking performance of dynamic WDM networks [174],

[47; 116] by relaxing the wavelength continuity constraint, wavelength conversion

capability emerges as an attractive feature of CDC ROADM nodes. Thus, this

thesis focuses on the dimensioning of a CDC ROADM-based WDM network,

where the ROADM nodes are equipped with full wavelength conversion.

2.2.3 Protection on WDM networks

Sometimes, the required level of availability for a given connection (an optical

communication channel between a source and destination node) can be provided

with a single lightpath, however, the usual situation is that the availability pro-

vided by a single lightpath is not enough. In this case, the path protection

strategy can be used, where one or more backup lightpaths are associated to a

working lightpath (the lightpath normally used to transmit data). Thus, when a
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failure renders the working lightpath inoperative, the information can still reach

the destination node using a backup lightpath. As a result, in spite of the occur-

rence of a failure, the user perceives the network service as operative. There are

two path protected strategies: dedicated and shared path protection. They are

described in the following.

2.2.3.1 Dedicated path protection

Under dedicated path protection, resources (wavelengths in links) must be ex-

clusively reserved in every link of the routes of working and backup lightpaths.

Wavelengths reserved in the working routes are used under normal operation and

wavelengths reserved in the backup routes are only used when the corresponding

working route fails.

As a way of illustration, in Figure 2.5 a 9-node mesh network with two estab-

lished connections (solid black and gray lines) is shown. The working lightpath

of connection 1 (from node 0 to node 2) follows the route made of the nodes 0-1-2

whilst the working lightpath of connection 2 (from node 3 to node 5) follows the

route made of the nodes 3-4-5. The backup lightpaths of connections 1 and 2

follow the routes made of nodes 0-3-6-7-8-5-2 and 3-6-7-8-5, respectively (dashed

lines).

Under this type of protection, it must be ensured that lightpaths with common

links (e.g. both backup lightpaths in Figure 2.5 use links 3-6, 6-7, 7-8 and 8-5)

use different wavelengths in those links.

The main drawback of dedicated path protection is that backup lightpaths

of connections using dedicated path protection are seldom utilized to transmit

information. For example, according to the failure statistics reported in [175],

a 1609.34[Km] working lightpath would fail, in average, 0.012 times every year.

If the cut occurs in a terrestrial link, its reparation time would take 12 hours.

This leads to an average downtime of 8.64 min per year. As a result, if a backup

lightpath was necessary (due to the availability requirements established in the

SLA), then it would be used just 8.66 min per year, being idle the rest of the time.

From the network operator perspective, given that network resources (as backup

lightpaths) are expensive, having them reserved but idle should be avoided as
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much as possible.

2.2.3.2 Shared path protection

To increase the backup network resource usage, a technique called shared path

protection is used. Under shared path protection, different connections share their

backup network resources. Thus, backup resources are used a higher fraction of

time as they act as a backup of several connections. However, this comes at the

expense of a decreased availability with respect to dedicated protection, high-

lighting a trade-off between availability and backup resource usage. Thus, shared

protection might not be an attractive solution for services for which network con-

nectivity is a mission-critical factor (e.g., banks or stock markets) but it could

be a very good option for customers not affected by lower levels of availability

(residential customers, educational institutions, mining companies, etc).

E

CBA

DIH

FG

R2
W

R2
B

R1
W

R1
B

l1

l0

l3

l2

l4 l5

l6 l7

l17

l16

l20

l18

l8

l9

l10

l11

l15 l14

l13 l12

Figure 2.5: Working an backup ligthpaths for under shared path protection.

Under shared path protection the same backup wavelength can be shared

among several backup lightpaths. In the example of Figure 2.5, the same wave-

length in links 3-6, 6-7, 7-8 and 8-5 could be allocated as backup to both working
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lightpaths. As a result of sharing, wavelength contention might arise if more

than one working lightpath sharing backup resources fails. That is, a backup

wavelength could be required to be used by more than one backup lightpath

simultaneously. In case of a single link failure, backup wavelength contention

is eliminated if the corresponding working lightpaths of the connections shar-

ing backup wavelengths are link-disjoint. In case of multiple link failures, backup

wavelength contention cannot be efficiently eliminated and thus, a priority system

for the access to the backup wavelengths must be defined.

As a way of illustration of a backup wavelength contention situation, consider

again Fig. 2.5. Assume that only link 0-1 fails. In that case, because working

lightpaths are link-disjoint, only one of them is affected by the single link failure

and no backup wavelength contention arises. Instead, if link 3-4 fails while link

0-1 is still under reparation, backup wavelength contention arises as both working

lightpaths require using the shared backup wavelengths in links 3-6, 6-7, 7-8 and

8-5. In that case, if connection 1 has higher priority than connection 2, the shared

backup wavelengths will be allocated to connection 1 and connection 2 becomes

non-operative.

2.2.4 Concepts about network virtualization systems

Extending the concept of server virtualization to networks, in a network virtual-

ization system several virtual networks can co-exist independently over a common

substrate (physical) network. Thus, each virtual network is

“a collection of virtual nodes and virtual links [...] implemented over a

subset of the underlying physical network resources” [21]

Thus, the physical network is a collection of physical resources used to es-

tablish several virtual networks. The establishment of a virtual network requires

solving two problems: those of virtual nodes and links embedding (what physi-

cal nodes/links are used to host the virtual nodes/links). For node embedding,

the resource requirements of the virtual nodes as well as the availability of re-

sources in the physical nodes must be taken into account (e.g. a virtual node

requiring more storage than that available at a certain physical node could not
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be mapped on that physical node). For link embedding, usually a routing algo-

rithm must be considered as the virtual link might need to connect two physical

nodes not directly connected in the physical network. To do, bandwidth require-

ments of the virtual links and bandwidth availability of physical links must be

considered (along with additional constraints of the specific physical substrate,

as wavelength continuity constraint in WDM networks without conversion capa-

bility). In [20; 61; 183] the problem of resource provisioning for virtual networks

is studied.
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Figure 2.6: Example of a network virtualization system in a 6-node ring physical
network with two virtual networks established.

Figure 2.6 shows an schematic of a physical network made of 6 nodes (A, B, C,

D, E, F ) and 6 bidirectional links. On top of the physical network, two virtual

networks have been established. Virtual network 1 is a 3-node bus topology

using the physical nodes (C,E, F ) to embed the virtual nodes (C1, E1, F1). To

interconnect such virtual nodes in a bus topology, virtual links (C1 − E1) and

(E1 − F1) are established using the physical routes made of the physical links

(l2−l3) and (l4), respectively. Virtual network 2 is a 3-node ring topology. Virtual

nodes (A2, B2, E2) have been established on the physical nodes (A,B,E). Virtual

links (A2−B2), (B2−E2) and (E2−A2) are implemented using the routes (l0),
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(l1 − l2 − l3) and (l4 − l5), respectively . It can be seen that the same physical

node can host several virtual nodes and the same physical link can host several

virtual links (as long as the physical node/link has enough resources to host the

virtual nodes/links).

2.3 State of art for optical network planning

problems

In this section a review of the solutions proposed to each long-term network plan-

ning problem addressed in this thesis is presented. Section 2.3.1 reviews the liter-

ature in the area of dynamic WDM networks dimensioning. Next, in Section 2.3.2

a survey on the problem of dimensioning and configuring backup wavelengths in a

static WDM network using shared path protection with availability guarantees is

presented. Finally, in Section 2.3.3, a review on the long-term network planning

of network virtualization systems is presented.

2.3.1 Review of ROADM networks dimensioning

When dimensioning and operating a network, it is necessary to comply with some

quality of service requirements whilst making sure that network resources are ef-

ficiently used. In an automatically switched network, the level of blocking is one

of the most important parameters related to quality of service. However, the

optimal dimensioning of a network that must deal with dynamic lightpath provi-

sioning is a challenging task due to the stochastic nature of lightpath demands.

The easiest method to ensure the best possible blocking performance in such a

dynamic network is to allocate as many resources as required in the worst case

(i.e., zero blocking). That is, resources are allocated to connections during the

whole network operation period, irrespective of when they actually require the

network resources for data transmission. However, this worst-case dimensioning

method leads to inefficient use of expensive network resources. To date, previous

proposals dealing with ROADM-based network dimensioning [97; 109; 114] have

considered variants of this worst-case approach, not taking the stochastic nature

of traffic demands into account. All of them assume that connection requests
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are known in advance and that circuits must be established for them in a per-

manent basis, which does not exploit the reconfigurable capability of ROADMs.

The few works addressing stochastic traffic demands in ROADM-based networks

[40; 155] do not solve the dimensioning problem, but rather evaluate (by means of

simulation) the impact of different network configurations on the blocking ratio.

Table 2.1 2.1 lists the few works reported on the dimensioning of ROADM-

based networks. For each, the dimensioning target, the method used, the scenario

evaluated and the main assumptions are given.

Table 2.1: Literature revision about dimensioning ROADM networks

REF Description

[97]

Dimensioning: Minimization of the overall network cost due to the switching modules

required at the input and output links of the OXCs (optical cross-connects devices).

Method: ILP and heuristic.

Scenario: Static operation in an elastic optical network. Blocking is not considered. After

dimensioning, blocking is evaluated as a function of the traffic load.

Technological assumptions: Elastic networks y uso de CDC ROADM-based network.

[109]

Dimensioning: Number of add/drop banks in a directionless contention ROADM, such that

same performance of directionless & contentionless ROADM is achieved.

Method: For each possible contention factor, an ILP and a heuristic are executed.

Scenario: Static case is solved, performance evaluated in dynamic scenario for unprotected

and protected cases.

Technological assumptions: Full wavelength conversion, contention ROADMs.

[114]

Dimensioning: Dimensioning of transponders and client-cards is addressed. The objective

of the dimensioning is to minimize the overall power consumption.

Method: MILP and heuristic

Scenario: Static operation.

Assumptions: Maximum traffic requirement (not a statistical characterization of the traffic

profile).

2.3.2 Review of configuration and dimensioning backup

wavelengths in static WDM networks

Among the different quality metrics considered in the network planning and de-

sign process, availability is one of fundamental importance as it measures the ca-

pacity of the network to be operative in spite of the occurrence of failures. In fact,

most SLAs (Service Level Agreements) established between network providers

and their customers specify a minimum level of network availability, defined as
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the fraction of time the network service is required to be operative.

The number of backup lightpaths and the type of protection provided to the

connections (dedicated or shared) must be defined during the network planning

stage. To do so, two different approaches are commonly used: a) providing

every network connection with the same number of backup lightpaths or type

of protection, as in [103; 104; 146] or b) providing every network connection

with the number of backup lightpaths or type of protection that ensures the

level of availability required by that connection. The latter approach is known

as availability-guaranteed or availability-aware network planning process and the

task of actually establishing the corresponding working and backup lightpaths is

carried out by availability-aware provisioning algorithms.

Availability-aware provisioning algorithms can be classified as dynamic or

static. Dynamic ones must establish the working/backup lightpaths on demand

and thus, there is not much time to compute the lightpath allocation. For

that reason, heuristics are the most used approach to solve the problem, as in

[90; 98; 106; 148]. In a static scenario instead, the set of connections to establish

are known a priori and there is enough time to run optimization techniques such

as integer linear programming (ILP) models. In [176; 177] an ILP model was pro-

posed to solve the problem of minimizing the number of backup wavelengths with

availability guarantees. However, only the dedicated protection case is analyzed.

The complexity that a shared protection scheme introduces in the ILP model is

not addressed. The same case of dedicated protection with availability guarantees

is also studied in [179; 180], but only heuristic approaches are applied. Finally,

in [39] an ILP to evaluate the wavelength requirements of shared and dedicated

protected connections is studied. To deal with the non-linear expression for the

availability constraint, such an equation is dropped and the objective function

is changed to maximize the availability of paths. In all the static cases, full

wavelength conversion is assumed.

Table 2.2 summarises the references on availability-guaranteed provisioning.
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Table 2.2: Comparison of previous works on availability-guaranteed provisioning.

REF Shared Dedicated Method Scenario
Types of

failure

Full

wavelength

conversion

?

[39] Yes Yes ILP and Heuristic Static Multiple Yes

[90] Yes No Heuristic Dynamic
Double link

failure
Yes

[98] Yes No Heuristic Dynamic Multiple Yes

[106] Yes No Heuristic Dynamic

Multiple

(link &

node)

failures

No

[148] Yes Yes Heuristic Dynamic
Double link

failure
Yes

[176] Yes Yes

ILP (only for unprotected

and dedicated protected

connections) and Heuris-

tic (for unprotected, dedi-

cated and shared protected

connections)

Static Multiple Yes

[177] No Yes

ILP (only for unprotected

and dedicated protection

connections)

Static
Up to 10

link failures
Yes

[179] No Yes Heuristic Static Multiple Yes

[180] No Yes Heuristic Static Multiple Yes

2.3.3 Revision of literature about dimensioning in WDM

networks used for virtualization network systems

In network virtualization systems the most common problem addressed has been

the run-time network planning in terms of resource provisioning. That is, de-

signing mechanisms to find and allocate the necessary resources when a virtual

networks establishment request is received.

In the different works published [9; 73; 108; 134] MILP, ILP and heuristics

have been proposed to solve the dimensioning problem with the aim of either

minimizing the resource usage or the energy consumption, considering different

network scenarios and technological assumptions. However, works that directly

propose dimensioning methods for the physical infrastructure guaranteeing given

levels of blocking or availability are inexistent. In spite of this, the methods
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used in them can be considered to solve the type of long-term planning problem

addressed in 5.

Table 2.3 gives details about the planning problem addressed by each work,

the solving method used, the scenario an the technological assumptions.

Table 2.3: Literature revision about planning virtual networks

REF Description

[9]

Planning problem: Virtual network requests embedding in a reduced group of physical network

equipment, minimizing energy consumption.

Method: ILP.

Scenario: Dynamic scenario.

Technological assumptions: No specification regarding the type of physical substrate is given.

[73]

Planning problem: Configuration of physical routes used by virtual links, minimizing the num-

ber of wavelengths in the physical substrate. For each virtual link, a minimum quality of service

is considered in terms of burst losses.

Method: MILP, ILP and a heuristic method are proposed. Erlang-B is used to model the traffic.

A zero-one program is used.

Scenario: Dynamic operation, considering traffic load models.

Technological assumptions: Optical Burst Switching optical network.

[75]

Planning problem: Flow allocations in the infraestructure layer and determining link capacity

minimizing the network cost.

Method: LP and MILP.

Scenario: Static operation, traffic load is not considered, neither failures in nodes or links. Not

availability or blocking requirements are considered.

Technological assumptions: Transport network (type of technology is not specified).

[108]

Planning problem: Configuring an optimal fixed virtual topology, and the associated traffic

flow routing on top of it, which is capable of fully carrying the given traffic in all time slots.

Minimization of transceivers (network cost).

Method: ILP, MILP and heuristics for larger instances.

Scenario: Static operation.

Technological assumptions: Transparent WDM network. Splitable flow.

[134]

Planning problem: Minimizing number of transceivers to establish virtual networks.

Method: ILP and Heuristic.

Scenario: Dynamic physical network, static traffic for each virtual network.

Technological assumptions: WDM network. Blocking and traffic load not considered.



Chapter 3

Dimensioning of CDC

ROADM-based networks with

blocking probability guarantees

In this chapter the work in [143] is extended, by proposing a CDC&WC ROADM

architecture and then formulating and solving an ILP model to dimension the

add, drop and transit sections of all the CDC&WC ROADM nodes of a dynamic

network where lightpath requests arrive randomly and whose lifetime is also ran-

dom. The dimensioning aims at minimizing the network cost whilst guaranteeing

that the maximum blocking probability of each connection does not exceed a

threshold.

The rest of this chapter is as follows: in Section 3.1 the network and traffic

models assumed in this chapter are presented; Section 3.2 describes the CDC&WC

ROADM architecture proposed; Sections 3.3 and 3.4 describe the mathematical

model used to compute the probability blocking of connections and the network

cost model, respectively. Then, in Section 3.5, the ILP model that allows dimen-

sioning a CDC&WC ROADM-based network is formulated. Section 3.6 presents

the numerical results and finally Section 3.7 concludes the work presented in this

chapter.
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3.1 Network and traffic models

For this work, an end-to-end dynamic WDM network (e.g. a PCE-based archi-

tecture [127] or an optical circuit switching network [111]) with full wavelength

conversion is considered. Full wavelength conversion is key to maintain a low

value for the blocking rate [158].

Also, if the network has wavenlength conversion capability, the mathematical

modeling of the network is less complex because that the wavelength continuity

constraint is not considered.

In such a dynamic network, once a lightpath request is generated, a control

packet is sent across the network to reserve the network resources needed to es-

tablish the end-to-end optical connection from source to destination. If resources

cannot be reserved from source to destination, then a reject message is sent to

the source node and the request is blocked. If resources are successfully reserved,

an ACK message is sent to the source node and the corresponding ROADMs are

configured so the lightpath is established. Upon reception of the ACK message,

data transmission starts.

Here a dynamic routing algorithm based on routes computed a priori is con-

sidered. This strategy is called fixed-path routing and is selected here because

is a simple and very much used strategy that does not require any real-time

computation in the network nodes.

The network is represented by a graph G = (N,L), where N is the set of

nodes and L is the set of unidirectional links. In every node n ∈ N , there are θn

output links and εn input links.

Let C be the set of all connections that can be established in the network. Let

sc and dc be the source and destination nodes of connection c ∈ C , respectively.

Each connection c has a fixed route associated to it. The sets of links and nodes

on the route from sc to dc are denoted by Lc and Nc, respectively.

The traffic offered to the network by each source-destination pair is governed

by an ON-OFF process. During the ON period, the source is assumed to transmit

at the transmission rate of one wavelength. During the OFF period, the source

does not transmit data. The mean duration of the ON and OFF periods is

denoted by tON and tOFF , respectively. Identical values of tON and tOFF for all
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node pairs are assumed. Therefore, the traffic load of any connection is given by:

ρ =
tON

tON + tOFF
(3.1)

3.2 CDC&WC ROADM node architecture

Figure 3.1 shows the basic optical components required to build a CDC&WC

ROADM. The symbol shown in 3.1(a) represents a 1 ×M wavelength selective

switch (WSS), that can select specific wavelengths from the input WDM signal to

be directed to specific output ports. Figure 3.1(b) and 3.1(c) show the symbols

used to represent a tunable optical transmitter and receiver, respectively. They

allow data transmission/reception in one of several possible wavelengths. Figure

3.1(d) shows the symbol for a passive M × 1 optical coupler, that can also be

used as a passive 1xM optical splitter. Figure 3.1(e) represents a wavelength

converter device, able to convert any input wavelength to any output wavelength.

Finally, Figure 3.1(f) symbolizes a wavelength converter bank (WCB) made of

M wavelength converters (conforming a M-wavelength converter bank, M -WCB)
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(a) 1×M or M ×1 Wave-

length Selective Switch

(b) Tunable optical re-

ceiver

(c) Tunable optical trans-

mitter

      

(d) 1 ×M optical splitter

or M × 1 optical coupler

λin

λout

(e) Wavelength converter

Λin

Λout

(f) Wavelength converter

bank

Figure 3.1: Optical network devices.

The Figure 3.2 shows an M -WCB composed by a 1 ×M WSS, a set of M

wavelength converters and a passive M × 1 optical coupler. The input WDM

signal that enters the WSS of the wavelength converter bank is made of a given

number of wavelength channels. The WSS allows selecting some individual input

wavelength channels -from the input signal- to be sent to different M wavelength

converters, where they can be converted from wavelength λin to wavelength λout,

if necessary. This set of M wavelength channels are then combined together again

in a single WDM signal by the coupler.
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Figure 3.2: Internal view of a wavelength converter bank.

Figure 3.3 shows a proposal for a 4-degree CDC&WC ROADM node. As any

commutation node, it consists of an add section, a transit section and a drop

section. Unlike the architecture proposed in the literature, this CDC ROADM is

equipped with full wavelength conversion.
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Figure 3.3: Architecture of 4-degree colorless, directionless and contentionless
ROADM with wavelength conversion capability.

The connections originated in the node are generated by the set of Tn tunable

optical transmitters in the add Section (left side in Figure 3.3). The output

optical signal of each tunable transmitter is connected to the input of one of Tn

WSSs (one WSS per optical transmitter), used to select the optical coupler to

which the optical signal is sent. There is one optical coupler per output link.

Thus, any tunable optical transmitter can add the optical signal to any output

link in any WDM channel, considering only the wavelength collision constraints.

The optical signal entering the node from any input link (l1, l3, l5 and l7 in

Fig. 3.3) might include wavelength channels transporting information directed to

the node as well as other nodes. Thus, the incoming optical signals are repeated
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using an optical splitter. One of the optical splitter output signals is sent towards

the drop section (segmented line) to process the data of the wavelength channels

directed to the node. The rest is sent towards the set of wavelength converter

banks in the transit section.

In the transit Section, there are θn − 1 wavelength converter banks for every

input link (one wavelength converter bank per output link, except the output link

leading to the node directly connected to the input link). Let W be the set of

wavelength converter banks in the network, Wc the set of wavelength converter

banks used by connection c and WCw the number of wavelength converters in the

wavelength converter bank w. Before finally exiting the node through the output

link, the optical signal from the WCB is sent to an optical coupler, where it is

combined with the wavelength channels coming from couplers of the add section.

The drop section (right side of Figure 3.3) of the proposed ROADM architec-

ture consists of εn optical splitters (one per input link), Rn WSSs (one per optical

receiver) and Rn optical receivers. Each optical splitter repeats the WDM optical

signal from its corresponding input link to each of the WSS. Each WSS selects

one WDM channel from a specific input optical signal to be sent to the tunable

optical receiver. In this way, any tunable optical receiver can receive any WDM

channel from any input link.

Table 3.1 lists the devices required to implement the CDC&WC ROADM

node. The first column identifies the name of the device whilst the remaining

columns identify the section of the node the device belongs to (add, transit or

drop), the number of this type of device the node is equipped with and the

main features of the device. Table 3.2 lists the devices necessary to implement a

wavelength converter bank.
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Table 3.1: Components in node n ∈ N

Optical device Section Quantity Features

Tunable optical transmitter Add Tn Whole tunable range

WSS Add Tn 1× θ ports

Optical coupler Add θn Tn × 1 ports

Tunable optical receiver Drop Rn Whole tunable range

WSS Drop Rn ε× 1 ports

Optical splitter Drop εn 1×Rn ports

Optical splitter Input links εn 1× θn ports

Optical coupler Output links θn 1× εn ports

WCB Transit εn(θn − 1) See Table 3.2

Table 3.2: Components in a WCB w ∈ W

Optical device Quantity Features

WSS 1 1×WCw ports

Wavelength converter WCw Full conversion range

Optical coupler 1 WCw × 1 ports

In the following, an ILP formulation used to dimension a CDC&WC ROADM-

based dynamic network is presented (Section 3.5). As the ILP formulation uses

non-trivial expressions for the blocking probability of connections and the network

cost, they are previously derived in the following subsections.

3.3 Connection blocking probability evaluation

in a CDC&WC ROADM-based network

To establish connection c from node sc to node dc, it is necessary to successfully

allocate the following resources: one transmitter in the add section of the source

node sc; wavelength converters in the transit sections of the intermediate ROADM

nodes, one wavelength in every link of the route and a receiver at the drop section

of the destination node dc.

Let αsc be the number of connections that start at node sc. Thus, connection

c must contend with the remaining αsc − 1 connections for one of the Tsc tunable
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optical transmitters. Note that if Tsc < αsc , connection c might be blocked due

to unavailability of tunable transmitters in node sc.

Next, connection c must contend for resources in the transit sections of the

intermediate CDC&WC ROADM nodes as well as for a wavelength channel in

every link l ∈ Lc. Let βw be the number of connections requiring a wavelength

converter of WCB w. If WCw < βw, then the connection c might be blocked

due to unavailability of wavelength converters in WCB w,∀w ∈ Wc. Let Ch be

the number of wavelengths per link and γl the number of connections requiring

link l. If Ch < γl, then connection c might be blocked due to unavailability of

wavelengths in link l.

Finally, let δdc be the number of connections that require ending at destination

node dc. Thus, in the reception stage (drop section of node dc) connection c must

contend with the other δdc − 1 connections destined to dc, for one of the Rdc

tunable optical receivers. Note that if Rdc < δdc then the connection c might be

blocked due to unavailability of tunable receivers in node dc.

It is assumed that there is no blocking due to unavailability of resources such

as WSSs, couplers and splitters in the ROADM nodes. The quantity and number

of ports of these devices are selected considering the topology, the number of

transmitters, receivers and wavelength converters in each node.

Assuming that the blocking experienced by connection c in any of these stages

is independent of the blocking experienced in any other stage, the blocking prob-

ability of connection c can be estimated as:

Bc = 1− ((1−Btx
c )

∏
∀w∈Wc

(1−Bwc
w )

∏
∀l∈Lc

(1−Bl)(1−Brx
c )) (3.2)

where Btx
c is the blocking probability in the add section of node sc due to

the unavailability of tunable transmitters; Bwc
w is the blocking probability in the

wavelength converter bank w in the transit section of every intermediate node

n ∈ Nc due to the unavailability of wavelength converters, Bl is the blocking

probability in link l due to the unavailability of wavelength channels; finally Brx
c

is the blocking probability in the drop section of node dc due to the unavailability

of tunable receivers.

To evaluate Btx
c , Bwc

w , Bl and Brx
c in 3.2, the Engset formula [163] is used,
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given that the number of connections using the transmission, transit and recep-

tion resources cannot be considered as infinite (as done when applying the Erlang

model). In its generic form, the Engset formula establishes that the blocking prob-

ability B experienced by a set of y clients that arrive at mean rate λ (clients/time

unit) at a pool of x servers that serve the clients at mean rate µ (clients/time

unit) is given by:

B(x, y) =

(
y
x

)
( ρ
ρ−1

)x∑x
i=0

(
y
i

)
( ρ
ρ−1

)i
(3.3)

where ρ = λ
µ

is the traffic load offered by the clients to the pool of servers.

Thus:

Btx
c = B(Tsc , αsc) =

(
αsc
Tsc

)
( ρ
ρ−1

)Tsc∑Tsc
i=0

(
αsc
i

)
( ρ
ρ−1

)i
(3.4)

Bwc
w = B(WCw, βw) =

(
βw
WCw

)
( ρ
ρ−1

)WCw∑WCw

i=0

(
βw
i

)
( ρ
ρ−1

)i
(3.5)

Bl = B(Ch, γl) =

(
γl
Ch

)
( ρ
ρ−1

)Ch∑Ch
i=0

(
γl
i

)
( ρ
ρ−1

)i
(3.6)

Brx
c = B(Rdc , δdc) =

(
δdc
Rdc

)
( ρ
ρ−1

)Rdc∑Rdc
i=0

(
δdc
i

)
( ρ
ρ−1

)i
(3.7)

Note that, besides traffic load, equations (3.4)-(3.7) depend on the number of

resources (transmitters, wavelength converters, wavelengths and receivers) and

the number of connections requiring those resources. The problem is determining

the number of transmitters, wavelength converters and receivers at each node

of the network such that the maximum blocking probability of every network

connection does not exceed a given threshold. The number of wavelengths is

assumed a known parameter given by the physical characteristics of the network

components (e.g. tunability range of transmitters/receivers).
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3.4 Cost model of a CDC&WC ROADM-based

network

For the networks considered all the network links are assumed already deployed.

Thus, in the work reported in this chapter the cost of the network is given only

by the cost of nodes.

The symbols used to represent the cost of every device is as follows: KTX and

KRX are the fixed costs of a tunable optical transmitter and a tunable optical

receiver, respectively; KSC [P req] and KWSS[P req] are the costs of an optical split-

ter/coupler and the cost of a WSS respectively, both as a function of the number

of ports required P req, where P req ≤ P total. P total is the number of ports of a

commercially available WSS or optical splitter/coupler; KWC is the fixed cost of

a wavelength converter with full conversion range.

Therefore, the following expression to evaluate the total network cost, denoted

by Cnet, is used:

Cnet =
∑
∀n∈N

[(KTX +KWSS(θn))Tn + θnK
SC(Tn)]+∑

∀w∈W

[KWCWCw + (KWSS(WCw) +KSC(WCw))]+∑
∀n∈N

[(KRX +KWSS(εn))Rn + εnK
SC(Rn)] (3.8)

The first summation in (3.8) is the total cost of the add sections of all nodes

in the network. The second summation corresponds to the sum of the cost of the

transit sections of all the WCBs in the network. Finally, the third summation

corresponds to total cost of the drop section for all the network nodes. Note that

the cost of optical splitters/couplers associated to the input/output links is not

considered because this is determined by the network topology not by the traffic

pattern or the blocking probability.
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3.5 An integer linear programming formulation

for dimensioning of CDC&WC ROADM-based

network

The problem of efficient dimensioning of a dynamic CDC&WC ROADM-based

network can be formulated as follows:

min Cnet

subject to:

Bc ≤ Btarget,∀c ∈ C

(3.9)

where Cnet is the network cost, Bc is the blocking probability experienced by

connection c (evaluated as explained in Section 3.4) and Btarget is the maximum

value of blocking acceptable for any connection in the network. Thus, the net-

work must be dimensioned at minimum cost whilst guaranteeing a given value of

probability blocking per connection.

Note that the term Bc is a non-linear function of Tn, Rn and WCw. Thus,

the main difficulty of the problem lies in incorporating these non-linear terms.

To be able to use linear integer programming techniques, the problem must be

formulated in an alternative way that uses linear operations. Replacing Bc by

equation (3.2), regrouping the terms and applying the logarithm function to each

side of the resulting inequation, the expression Bc ≤ Btarget can be re-written in

the following way:

log(1−Btx
c ) +

∑
∀w∈Wc

log(1−Bwc
w ) + log(1−Brx

c ) ≥ log

(
1−Btarget∏
∀l∈Lc

(1−Bl)

)
(3.10)

Even if this expression is still non-linear, the values of log(1−Btx
c ), log(1−Brx

c )

and log(1 − Bwc
w ) can be pre-computed for the different values of Tn, Rn and

WCw, respectively.

More precisely, for a given value of traffic load, ρ, the following formulas are



3. DIMENSIONING OF CDC ROADM-BASED NETWORKS... 62

computed:

F TX(i, j) = log(1−Btx(i, j)); 1 ≤ i, j ≤ α̂n (3.11)

FWC(i, j) = log(1−Bwc(i, j)); 1 ≤ i, j ≤ β̂w (3.12)

FRX(i, j) = log(1−Brx(i, j)); 1 ≤ i, j ≤ δ̂n (3.13)

Using the pre-computed values of equations (3.11)-(3.13), it is possible to formu-

late an integer linear programming model for network dimensioning as follows:

Sets and indexes

• N : set of network nodes.

• Lc: set of links conforming the route used to establish connection c.

• W : set of wavelength converter banks of the network.

• Wc: set of wavelength converter banks used to establish connection c.

• n: index used to traverse set N .

• l: index used to traverse sets of links (L and Lc).

• w: index used to traverse the sets of wavelength converter banks (W and

Wc).

• i: index used to traverse the αn connections at the add section for each

node n.

• j: index used to traverse the βw connections at wavelength converter bank

w.

• k: index used to traverse the δn connections at the drop section for each

node n.

Parameters

• KTX : cost of a tunable optical transmitter.
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• KWC : cost of a wavelength converter.

• KRX : cost of a tunable optical receiver.

• KWSS: cost of a wavelength selective switch.

• KSC : cost of an optical splitter or an optical couple.

• θn: number of output links of node n.

• εn: number of input links of node n.

• Btarget: maximum value of blocking acceptable for any connection in the

network.

• Bl: blocking probability in link l.

• αn: number of connections requiring a transmitter in the add section of

node n.

• βw: number of connections requiring a wavelength converter in wavelength

converter bank w.

• δn: number of connections requiring a receiver in the drop section of node

n.

Decision variables

• Tn: integer decision variable that represents the number of tunable trans-

mitters required for node n.

• WCw: integer decision variable that represents the number of wavelength

converters required for wavelength converter bank w.

• Rn: integer decision variable that represents the number of tunable receivers

required for node n.

• ALTXc : continuous decision variable that takes the value of F TX(WCw, Tn)

addressed using the binary decision variable Itn,i.
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• ALWC
w :continuous decision variable that takes the value of FWC(βw,WCw)

addressed using the binary decision variable Iwcw,j.

• ALRXc :continuous decision variable that takes the value of FRX(δn, Rn) ad-

dressed using the binary decision variable Irn,k.

• Itn,i: binary decision variable that takes value 1, ∀n ∈ N , if i = Tn, and

value 0 otherwise.

• Iwcw,j: binary decision variable that takes value 1, ∀w ∈ W , if j = WCw,

and value 0 otherwise.

• Irn,k: binary decision variable that takes value 1, ∀n ∈ N , if k = Rn, and

value 0 otherwise.

Minimize

∑
∀w∈W

[KWC ×WCw +

βw∑
j=1

((KWSS(j) +KSC(j))Iwcw,j)]+ (3.14)∑
∀n∈N

[(KTX +KWSS(θn))Tn + (KRX +KWSS(εn))Rn+

αn∑
i=1

(θnK
SC(i)Itn,i) +

δn∑
k=1

(εnK
SC(k)Irn,k)]

Subject to
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ALTXc + ALRXc +
∑
∀w∈Wc

ALWC
w ≥ log

(
1−Btarget∏
∀l∈Lc

(1−Bl)

)
;∀c ∈ C (3.15)

ALTXc =
αn∑
i=1

F TX(i, αn)× Itsc,i;∀c ∈ C (3.16)

ALWC
w =

βw∑
j=1

FWC(j, βw)× Iwcw,j;∀w ∈ W (3.17)

ALRXc =
δn∑
k=1

FRX(k, δn)× Irdc,k;∀c ∈ C (3.18)

αn∑
i=1

Itn,i = 1;∀n ∈ N (3.19)

βw∑
j=1

Iwcw,j = 1;∀n ∈ N (3.20)

δn∑
k=1

Irn,k = 1;∀n ∈ N (3.21)

Tn =
αn∑
i=1

i× Itn,i;∀n ∈ N (3.22)

WCw =

βw∑
j=1

j × Iwcw,j; ∀w ∈ W (3.23)

Rn =
δn∑
k=1

k × Irn,k;∀n ∈ N (3.24)

The objective function -Eq. (3.14)- represents the network cost in terms of

the number of transmitters, receivers and wavelength converters. Equation (3.15)

establishes the condition on the blocking probability of each connection. The

values of ALTXc , ALWC
w and ALRXc -in Eq.(3.15)- are computed using Eqs. (3.16),

(3.17) and (3.18), respectively. This is done using the pre-computed values of

F TX , FWC and FRX together with the auxiliary decision variables Itn,j, Iwcw,i,

Irn,k. These auxiliary decision variables are calculated in Eqs. (3.19), (3.20) and
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(a) Eurocore, 11 nodes and 50
links

(b) NSFNet, 14 nodes and 42
links

(c) EON, 20 nodes and 78 links (d) UKNet, 21 nodes and
78 links

(e) ARPANet, 20 nodes and 62
links

Figure 3.4: Study topologies.

(3.21). Constraints (3.22), (3.23) and (3.24) establish the conditions to evaluate

the decision variables Tn, WCw, and Rn, respectively. Binary variables Itn,j,

Iwcw,i, and Irn,k, together with constraints (3.19)-(3.24), allows that Itn,j = 1

(respectively, Iwcw,i = 1 and Irn,k = 1) if and only if Tn = j (WCw = i and

Rn = k, respectively).

3.6 Numerical results

The integer linear programming model was solved using the IBM ILOG OPL

Optimization Suite v6.3 in an Intel Dual- Core 2,2GHz and 3Gbyte of RAM.

Figure 3.4 shows the five network topologies studied, ordered from highest
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(c) KWC = 5KTX = 5KRX cost case

Figure 3.5: Network cost to three cases of wavelength converter in function of
topology and traffic load, with Btarget = 10−3.
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to lowest physical connectivity η (defined as the number of unidirectional links

divided by |N |(|N | − 1), where |N | is the number of network nodes): Eurocore

(η = 0.45), NSFNet (η = 0.23), EON (η = 0.21), UKNet (η = 0.19) and Arpanet

(η = 0.16). For each topology, one connection for every node pair and the shortest

path route (in terms of number of hops) for every connection is considered.

The numerical values of the component costs were obtained using the cost

functions KWSS(P req) and KSC(P req) published in [28], where the values of

1× 2, 1× 4 and 1× 8 WSS are equal to USD 5850, USD 9750 and USD 16250,

respectively. If P req for any WSS is greater than 8, the number of WSS and

couplers to satisfy the number of ports required is increased. The cost of split-

ters/couplers with P req ports, KSC(P req), is given by USD 5.2P req. In this work

KTX = KRX= USD 5200 is considered and three cases for the cost of a wavelength

converter in comparison with the cost of a tunable optical transmitter/receiver:

KWC = KTX = KRX=USD 5200, KWC = 2KTX = 2KRX=USD 10400 and

KWC = 5KTX = 5KRX=USD 26000.

For each topology and for each of the three cost cases of a wavelength con-

verter, the ILP model was run for traffic load values from 0.1 to 0.9 Erlangs (135

instances). The target blocking probability per connection was set to 10−3. The

maximum time required to solve each instance of the model was shorter than 2

minutes.

Table 3.3: Number of components required in the Eurocore topology for different
traffic load values and cost scenarios

Cost case Device 0.1 0.3 0.5 0.7

KWC = KTX = KRX Transmitters 66 88 110 110

Receivers 66 99 110 110

Wavelength Converters 64 64 64 64

KWC = 2KTX = 2KRX Transmitters 66 88 110 110

Receivers 66 99 110 110

Wavelength Converters 64 64 64 64

KWC = 5KTX = 5KRX Transmitters 66 88 110 110

Receivers 66 99 110 110

Wavelength Converters 64 64 64 64
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Table 3.4: Number of components required in the Arpanet topology for different
traffic load values and cost scenarios

Cost case Device 0.1 0.3 0.5 0.7

KWC = KTX = KRX Transmitters 160 260 340 380

Receivers 160 280 340 380

Wavelength Converters 492 624 668 686

KWC = 2KTX = 2KRX Transmitters 161 260 340 380

Receivers 161 280 340 380

Wavelength Converters 490 624 668 686

KWC = 5KTX = 5KRX Transmitters 173 280 340 380

Receivers 173 275 340 380

Wavelength Converters 468 611 668 686

In Tables 3.3 and 3.4 the dimensioning results are shown for different val-

ues of traffic loads and wavelength converter cost scenarios for the Eurocore and

Arpanet topologies, respectively. These topologies were selected as they represent

extreme cases of physical connectivity. As expected, for both network topologies

there are significant savings (up to 60%) in terms of the number of transmit-

ters/receivers for low traffic loads. It can also be seen that the saving in the

number of wavelength converters is null for the Eurocore topology. This is due

to its high physical connectivity which leads to every wavelength converter bank

having a low number of connections passing through it. Instead, in the case of

Arpanet topology, a high saving in terms of wavelength converters is achieved.

This happens as every wavelength converter bank is used by a high number of

connections (due to the low physical connectivity of this topology), leading to a

better statistical gain. Figure 3.5 shows the total network cost (in million USD)

as a function of the topology and the traffic load. Each bar in the figure is divided

in three sections (light gray, dark gray and black) to show the contribution of the

add, drop and transit Sections of the CDC&WC ROADM nodes to the total

network cost, respectively. It can be seen that, for each topology, the network

cost increases up to a traffic load equal to 0.5 for the Eurocore case, 0.6 for the

NSFNet case and 0.7 for the remaining topologies, for all the cases of wavelength

converter costs. For higher traffic loads, the network cost does not increase as

the network is already fully equipped. That is, each node n is equipped with αn

and δn transmitters and receivers, respectively (|N | − 1 in this case), and every
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WCB w, is equipped with βw wavelength converters. The network cost obtained

in the case where the network node must be equipped with the maximum number

of components (transmitters, receivers and wavelength converters) is namely the

worst case cost.

From Fig. 3.5 it can also be seen that, for all the cases studied, the contri-

bution of the add section is the same as the contribution of the drop section.

Additionally, with the exception of the Eurocore case, the transit Section con-

tributes as much as the add and drop section together. Table 3.5 details the per-

centage of the network cost represented by the transit Section, averaged over all

traffic loads, for each cost case (KWC = KTX = KRX , KWC = 2KTX = 2KRX ,

KWC = 5KTX = 5KRX). It can be seen that the contribution of the transit Sec-

tion is significant in the topologies with lower connectivity (mainly, EON, UKNet

and ARPANet). This is an expected result, as low connected topologies require

longer routes than highly connected topologies (e.g., the mean number of hops

of routes in ARPAnet is 2.81, whilst this number is equal to 1.58 for Eurocore).

Thus, more transit components are required to establish the lightpaths. Also, as

expected, the percentage of transit section in comparison with the total network

cost increases with the cost of wavelength converters.

Table 3.5: Average network cost percentages of transit Section in a CDC&WC
ROADM-based network

XXXXXXXXXXTopology

Cost case
KWC = KTX =

KRX

KWC = 2KTX =

2KRX

KWC = 5KTX =

5KRX

Eurocore 16 23 36

NSFnet 28 39 57

EON 31 42 61

UKnet 33 44 63

Arpanet 36 48 67

To compare the savings achieved by the dimensioning method presented in

this chapter, the normalized saving is computed: worst case cost minus the net-

work cost obtained here divided by the worst case cost. Figures 3.6, 3.7 and 3.8

show the value of the normalized savings as a function of traffic load for the five

topologies studied, for each cost scenario, respectively. It can be seen that up
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to 50% savings can be achieved and that the saving is higher for topologies with

low connectivity. Again, the longer routes of low connected topologies highlight

the fact that an efficient dimensioning of the transit resources is of fundamental

importance.
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Figure 3.6: Normalized saving network as function of traffic load, case KWC =
KTX = KRX , with Btarget = 10−3.
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Figure 3.8: Normalized saving network as function of traffic load, case KWC =
5KTX = 5KRX , with Btarget = 10−3.
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Compliance of the ILP model results with the restriction of maximum block-

ing probability for each connection was verified by simulation. To do so, an

ad-hoc event-driven simulator programmed in C language was developed. For

each topology, the number of transmitters, receivers and wavelength converters

resulting from solving the ILP model were incorporated to the data structures

storing the network nodes information. Then, 50 simulation runs, each one with

106 connections requests uniformly distributed among the different node pairs,

were executed. The ratio between the blocked requests of a particular connec-

tion (node pair) and the total number of connections requests generated by that

node pair was recorded. Simulation results show that the model was successful

in guaranteeing a maximum blocking probability of connections as 100% of con-

nections in the Eurocore, NSFNet, UKNet and ARPANet topologies and 99% of

connections in the EON topology experienced a blocking lower than the target.

3.7 Conclusions

In this chapter, an ILP formulation for solving the problem of determining the

number of components in the add, drop and transit sections of a CDC&WC

ROADM architecture whilst minimizing the network cost subject to a blocking

constraint per connection was proposed.

The main difficulty in doing so was including the stochastic nature of lightpath

arrival/departure process in the ILP model, which leads to a non-linear constraint

because of the blocking equation. This problem was solved by applying the

logarithm function to the formula for blocking and the still non-linear resulting

terms were made linear by introducing tabulated parameters in the model.

Results, validated by simulation, show that depending on the topology and

the value of the traffic load, up to 50% savings can be achieved by applying

the presented method with respect to the worst case dimensioning. The highest

savings are obtained at low loads in low connected networks. Additionally, the

impact of the transit sections in the total network cost is higher in low connected

networks, as routes are longer than in high connected topologies, leading to an

increase of the number of intermediate nodes used to transfer the information

across the network.
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Studying the impact that the elimination of wavelength conversion has on the

dimensioning of a CDC ROADM-based network is part of future research.



Chapter 4

Dimensioning and configuring

backup wavelengths on WDM

Networks with availability

guarantees.

In this chapter the problem of determining the backup wavelength requirements

of a static optical network operating under shared protection is addressed. The

contribution of this research work are: a novel way of dealing with the non-linear

expression for the availability constraint and derivation of new numerical results

based on that constraint; studying the impact of a new availability-aware priority

mechanism on availability equations and results; defining variables that allow

identifying which wavelength is shared by which connections in every network

link; and a new set of equations capturing the wavelength continuity constraint

and its impact on the number of backup wavelengths. The problem of planning

a static WDM network with availability guarantees under shared protection is

addressed as follows:

• First, the set of connections that are to be allocated a backup lightpath to

meet the availability requirement is determined.

• Next, for the set of connections determined in the first step, an ILP that

aims at minimizing the total number of backup wavelengths such that the
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availability of every connection meets a given target value is formulated and

solved. The input data are the working/backup routes and the availability

requirements of the set of connections determined in the first step. The

proposed ILP model considers an availability-based priority scheme for the

access to the shared resources and also allows identifying which connections

can share backup resources in every network link.

• Finally, a heuristic approach to solve the same problem in a shorter time is

implemented and a modification of the original ILP to consider the wave-

length continuity constraint is presented.

Unlike previous work in the area of shared protection in WDM networks, that

only provide the number of backup wavelengths required by the whole network

but not how to exactly configure the backup resources of each link, this work

provides essential information about the set of connections that share a backup

wavelength in every network link. In this way, results relevant to the network

operators who need to know how to exactly configure their backup wavelengths to

provide the availability requested by the customers (as just providing the number

of backup resources does not allow one to configure the network) are produced.

To diminish the amount of information that must be processed, instead of storing

connection-by-connection information, link-by-link information is stored.

In this chapter the design problem of a WDM network operating in shared

path protection mode so as to be capable of to give guarantees for a determined

availability requirement for its connections is considered. This problem is solved

formulating an integer linear program (ILP) where an availability not linear model

is included and the number of WDM channels required to meet the availability

requirement imposed to the network service is minimized. The ILP give the

configuration of backup lightpaths sharing WDM channels.

This chapter is organized as follows. In Section 4.1 the network and fail-

ure models are presented. In Section 4.2 dedicated and shared path protection

schemes are described. Next, in Section 4.3, the expression for availability of

connections operating under shared path protection scheme is derived. Then, the

proposed ILP model and the greedy heuristic are given in Sections 4.4 and 4.5,

respectively. Section 4.6 presents the numerical results obtained with the ILP
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model and the heuristic along with upper and lower bounds on the number of

backup wavelengths required. Finally, Section 4.9 concludes this work.

4.1 Network and failure model

The network is represented by a graph G = (N,L) where N is the set of nodes

and L the set of unidirectional links. The number of elements in the sets N and

L is denoted by |N | and |L|, respectively.

Every network link l ∈ L can be either in operative or non-operative state.

The mean time link l is in operative state is denoted by MTTFl (Mean Time

To Failure). The mean time link l is under failure is denoted by MTTRl (Mean

Time To Repair). The mean time between two consecutive failures on link l is

denoted by MTBFl (Mean Time Between Failure) and is equal to the sum of

MTTFl and MTTRl. Also, independent failure links and that the network is

in steady state is assumed. Therefore, the probability that link l is in operative

state, denoted by pl, is given by:

pl =
MTTFl

MTTFl +MTTRl

(4.1)

According to the statistics reported in [175], the unavailability due to link

failures is 3 orders of magnitude higher than that due to equipment failures at

the nodes. Therefore, in this paper it is assumed that a lightpath may not be

available due to link failures only.

Let C be the set of all point-to-point connections that might be established

in the network. The maximum number of elements in C is equal to |N |(|N | − 1),

and each one is defined by its source and destination node. Once established, it is

assumed that a connection remains in place for a long time (weeks to years), con-

figuring a static scenario. To establish a connection at least a working lightpath

must be implemented. Let LPW
c be the working lightpath of connection c. LPW

c

is defined by: a) a route (given as input data), denoted as RW
c , corresponding to

the ordered set of links starting at the source node and ending at the destination

node of connection c and b) a wavelength in each link in RW
c (not necessarily the

same, if full wavelength conversion is assumed).
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If ATargetc , the target availability required for the connection c, cannot be

provided by the working lightpath alone, then a backup lightpath must be im-

plemented. Let LPB
c be the backup lightpath of connection c, defined by a route

(given as input data) and a wavelength in each link. The set of links used by

LPB
c is denoted by RB

c and Cl is defined as the set of connections whose backup

routes use the link l.

To ensure that a link failure does not affect simultaneously the working and

backup lightpaths of a connection, RW
c and RB

c are assumed to be link-disjoint.

4.2 Prioritization of connections

In a WDM network it must be ensured that two lightpaths in the same link do

not use the same wavelength. Besides this requirement, additional constraints

must be met depending on the type of protection used. They are described in

the next subsections.

In this study the following availability-based priority system to deal with the

problem of backup wavelength contention is defined: among all working con-

nections sharing the same backup wavelength, the connection with the lowest

value of availability under dedicated protection has the higher priority to access

the shared backup resources. The connection with the second lowest availability

level under dedicated protection has the second highest priority to access the

shared resource and so on. In this way, as shared protection reduces the avail-

ability of all connections sharing backup resources, the connections most likely to

have difficulties meeting the target availability under shared protection are less

affected by the availability reduction. Because of mathematical convenience, in

this paper it is assumed that if i >j, then connection i has lower priority than

connection j.
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4.3 Availability of connections under prioritized

shared protection

The availability of connection c operating with a protection scheme is denoted by

Ac and it is given by:

Ac = Pr{LPW
c is available}+ Pr{LPW

c is unavailable and LPB
c is available}

(4.2)

Denoting by AWc and ABc the availability of the working and backup lightpath

for connection c, respectively, and since paths LPW
c and LPB

c are link disjoint,

then

Ac = AWc + (1− AWc )× ABc (4.3)

The availability of a lightpath depends not only on the availability of the

links along its route but also on the availability of the wavelength to be used.

In this paper, that a particular wavelength is unavailable for a given connection

only when it is used by another connection or when the corresponding link is

under failure (in which case, all wavelengths in that link become unavailable) is

assumed. Wavelength unavailability due to hardware malfunctioning (e.g. laser

failure) is not considered here. Thus, the availability of the working lightpath

RW
c (where the wavelengths are always available unless the link fails) reduces to:

AWc = Pr{LPW
c is available} =

∏
l∈RW

c

pl (4.4)

The expression for Pr{LPB
c is available} under shared protection can be eval-

uated as:

ABc = Pr{RB
c and RW

i are available ∀i ∈ Xc} (4.5)

where Xc ⊆ XAll
c , where XAll

c is the set of all connections that might share

resources with connection c such that:

• the backup lightpaths of connections c and i use the same wavelength in at

least one link of their corresponding routes.
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• connection i has higher priority than connection c to access the common

wavelength(s).

• the working lightpath of connection i does not have links in common with

the backup lightpath of connection c

Mathematically, XAll
c is defined as:

XAll
c := {i ∈ C : c > i ∧RB

i ∩RB
c 6= ∅ ∧RW

i ∩RB
c 6= ∅}

On the other hand, Xc is the set of connections that actually share resources

with connection c.

Equation (4.5) states that, for the backup lightpath of connection c to be

available, not only all the links along its route must be operative but also all the

working lightpaths of connections sharing backup wavelengths with connection c

and that have higher priority than connection c must be operative.

Note that (4.5) is an approximation, as it does not consider the low-probability

case where the wavelengths for RB
c are available although at least one working

path i (∀i ∈ Xc) is unavailable. This occurs when the working path of connection

i failed, but also did its backup connection due to a failure in a link that is not

shared with connection c.

Note also that the set RW
c is link-disjoint with sets RB

c and RW
i (∀i ∈ Xc),

and that RW
i is not necessarily link-disjoint with RB

c . Then

ABc =
∏

l∈(
⋃

i∈Xc
RW

i )
⋃
RB

c

pl (4.6)

According to this, the availability of connection c under shared protection depends

on the set of shared connections Xc, and can be expressed as:

Ac(Xc) = AWc + (1− AWc )×
∏

l∈(
⋃

i∈Xc
RW

i )
⋃
RB

c

pl (4.7)

It can be seen that the key element to decide is the set of shared connections

Xc for all c ∈ C. The dedicated path protection is obtained when Xc = ∅ for all

c ∈ C, so the maximum availability is obtained, but this requires a large number
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of wavelengths available at each link. On the contrary, if as many connections as

possible are grouped, then Xc = XAll
c . In such case, several wavelengths can be

saved, but the resulting availability Ac can be too low.

So, the natural problem to study is how to minimize the total number of

backup wavelengths subject to guaranteeing a target availability for every network

connection in a WDM network using shared protection. That is:

minimize
∑
l∈L

(number of backup wavelengths used in link l) (4.8)

subject to Ac(Xc) ≥ ATargetc ,∀c ∈ C (4.9)

Note that even for a given set of allowed shared connections Xc for all c ∈ C,

to evaluate the minimum number of backup wavelengths required in each link is

an NP-hard problem. In fact, this problem is equivalent to find the Minimum

Clique Partition (see Section 4.7). In the following Section, an ILP model

that aims at minimizing the number of backup wavelengths used under shared

protection is presented.

4.4 The integer linear programming model

The ILP model uses binary decision variables xc,i for each c ∈ C and i ∈ C(i < c)

such that xc,i = 1 if i ∈ Xc and xc,i = 0 if i /∈ Xc.

As the number of wavelengths required in each link cannot be obtained directly

from the set Xc, it is necessary to decide, at each link, which connections share

the same wavelength.

Let yl,c,i be a binary decision variable for l ∈ L, c ∈ Cl, i ∈ Cl (c > i), such

that yl,c,i = 1 when the backup lightpath of connection c shares a wavelength on

link l with a higher-priority connection i. A unique representative connection is

selected for each group of connections sharing a backup wavelength in a link. The

representative connection is the one with the highest priority in the group. All

remaining connections in a group only need to be associated to this representative
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Figure 4.1: Variable structure yl,c,i for a link l.

connection to indicate they belong to the same group. Thus, if connections i,

j and k (in descending order of priority) share a wavelength on link l, then

connection i is the representative connection of this group. This is indicated by

making yl,i,i = 1. To indicate that connections j and k are part of this group,

yl,i,j = 1 and yl,i,k = 1 are defined. No more elements must be made equal to 1

to represent this group.

Fig. 4.1 illustrates the behavior of variable yl,c,i for a determined link l. In

the figure, the inferior triangular Section of matrix Yl, of size |Cl|×|Cl|, is shown,

where |Cl| is the number of connections whose backup routes use link l. The lower

the number of the row/column, the higher the priority of the connection. In this

particular example, the backup lightpaths of connections 0−6 use the link under

study, with connection 0 having the highest priority. Each element in the matrix

represents the value of the binary decision yl,c,i, with c having lower priority than

connection i. The meaning of the elements of matrix Yl is as follows:

• Column: the elements (c, i) in column i that are equal to 1 belong to a group

of connections sharing a backup wavelength in link l whose representative

connection (the connection with the highest priority) is connection i. In
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the example, four groups can be observed: a) the group represented by

connection 0 that contains connections 0, 2 and 3, b) the group represented

by connection 1 that only contains this connection (that is, connection 1

does not share backup wavelengths with any other connection in link l), c)

the group represented by connection 4, containing connections 4 and 5 and

d) the group represented by connection 6, containing only this connection.

• Row : each row can have only one element different from 0. For each row

r, the column where a value equal to 1 is found corresponds to the iden-

tification of the connection representing the group to which connection r

belongs. In the example, connections 0, 1, 2, 3, 4, 5 and 6 are represented

by connections 0, 1, 0, 0, 4, 4 and 6, respectively.

The decision of selecting a representative for each group has been made in order

to avoid symmetry problems in the final ILP model.

Note that the total number of backup wavelengths corresponds to the number

of groups of connections sharing a wavelengths in each link. Hence, the number of

wavelengths required at each link can be counted as the number of representative

connections with yl,c,c = 1. This allows formulating the objective function as:

minimize
∑
l∈L

∑
c∈Cl

yl,c,c (4.10)

The selection of a representative connection at each link for each group is

obtained by the following constraints:∑
i∈Cl:c≥i

yl,c,i = 1 ∀l ∈ L,∀c ∈ Cl (4.11)

yl,c,i ≤ yl,c,c ∀l ∈ L,∀c ∈ Cl,∀i ∈ Cl : c > i (4.12)

The first equation makes sure that, for a given link l and connection c, each

connection i (∀i ∈ Cl) can be either the representative connection of only one

group of connections (that is, yl,i,i = 1 and yl,c,i = 0 for the rest of elements of

row c such that c > i) or be part of at most one group represented by another

connection c with higher priority (that is, yl,c,i = 1).
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The second expression ensures that, if the backup lightpaths of connections i

and c share a wavelength at least in one link of their backup routes (that is, if

yl,c,i = 1), then c must be the representative connection of this group of backup

lightpaths using this wavelength. That is, if yl,c,i = 1, then yl,c,c must be also 1.

Note that although connections k and j can share a wavelength (then xk,j = 1)

yl,j,k can be equal to 0 if connection j is not the representative connection of this

group.

To ensure that the decision variable yl,c,i allows modeling the grouping of

connections per link in a correct way, constraints linking variables yl,c,i and xc,i

are required.

If i /∈ Xc (xc,i = 0), then yl,c,i = 0 for every link l. This is forced with the

next constraint:

yl,c,i ≤ xc,i ∀l ∈ L,∀c ∈ Cl,∀i ∈ Cl : c > i (4.13)

Note that sharing a wavelength is not a transitive operation. For example if

xi,j = 1, xi,k = 1, and if backup routes RB
j and RB

k are disjoint, then xj,k = 0.

However, if the backup lightpaths of three connections have in common at least

one link (also that their primary routes RW
i , RW

j and RW
k are disjoint), then in

this case the transitivity applies: that is xi,j = 1, xi,k = 1 then xj,k = 1, if j ∈ Xi,

k ∈ Xi and k ∈ Xj. Hence, the definition of the sharing of wavelengths at a link

level is required. Hence, the following condition must be met:

yl,i,k + yl,j,k ≤ 1 + xi,j ∀l ∈ L,∀k ∈ Cl, ∀i ∈ Cl,∀j ∈ Cl : j < i ∧ k < i ∧ k < j

This constraint forces to set xi,j to 1 if the connections i and j are in a group

represented by connection k. This inequality also implies that if xi,j = 0, then the

connection i or connection j might be part of the group represented by connection

k, but not represented by i and j. Note that in this case (xi,j = 0), connection

i could belong to the group represented by connection k and not containing

connection j at a given link, whilst in another link connection j could belong to

the group represented by and not containing connection i. This is equivalent to

change the backup wavelength used along the backup routes.
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Variables xi,j requires additional bound constraints. The first, for variables

xc,i, is to set xc,i = 0 if the connections c and i can not share wavelengths

(because its backup routes are disjoint or its working routes are not disjoint).

This is formulated as:

xc,i = 0 ∀c ∈ C, ∀i ∈ C : c > i ∧ i /∈ XAll
c (4.14)

Finally to model the availability constraint in (4.9) -recall that pl is the prob-

ability that link l is in operative state-, reordering the terms in (4.7) and applying

the logarithmic function to each term is obtained

∑
l∈(

⋃
i∈Xc

RW
i )

⋃
RB

c

log(pl) ≥ log

(
ATargetc − AWc

1− AWc

)
∀c ∈ C (4.15)

Considering that the expression (4.15) is only for connections operating with

a working and backup lightpaths, the values for ATargetc must satisfy that:

AWc < ATargetc < Ac(∅) (4.16)

The condition AWc < ATargetc establishes that at least a backup lightpath is re-

quired to satisfy the target availability. The condition ATargetc < Ac(∅) requires

that the availability requirement must be achievable operating under dedicated

protection scheme.

To write (4.15) as a linear constraint, selecting the set of links (
⋃
i∈Xc

RW
i )
⋃
RB
c

for Xc is required. To do so, a binary variable zc,l such that zc,l = 1 if l ∈
(
⋃
i∈Xc

RW
i )
⋃
RB
c is defined. In order to do that, two set of inequalities are

required:

zc,l = 1 ∀c ∈ C, ∀l ∈ RB
c (4.17)

zc,l ≥ xc,i ∀c ∈ C, ∀l ∈ RW
i , ∀i ∈ C : c > i (4.18)

Using these new variables, (4.15) can be formulated as

∑
l∈L

zc,l × log(pl) ≥ log

(
ATargetc − AWc

1− AWc

)
∀c ∈ C (4.19)
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In summary, the final linear integer programming model is given by:

Sets and indexes

• L: set of network links.

• C: set of network connections.

• Cl: set of connections using link l.

• RW
c : set of links conforming the working route of connection c.

• RB
c : set of links conforming the backup route of connection c.

• XAll
c : set of connections that could share backup wavelengths with connec-

tion c.

• l: index used to traverse the sets of links L, RW
c and RB

c .

• c: index used to traverse the sets of connections C and Cl.

• i: index used to traverse the sets of connections C, Cl and XAll
c .

• j: index used to traverse the sets of connections C and Cl.

• k: index used to traverse the sets of connections C and Cl.

Parameters

• pl: availability of link l.

• ATargetc : availability target for connection c.

• AWc : availability of working lightpath of connection c.

Decision variables

• xc,i: binary variable that is equal to zero if connection i ∈ Xc ((i.e. i has

higher priority than connection c and shares backup wavelengths with it).
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• yl,i,j: binary variable that takes value 1 when the backup lightpath of con-

nection c shares a wavelength on link l with a higher-priority connection

i.

• zc,l: binary variable equal to 1 if l ∈ (
⋃
i∈Xc

RW
i )
⋃
RB
c .

Minimize ∑
l∈L

∑
c∈Cl

yl,c,c (4.20)

Subject to

∑
l∈L

zc,l × log(pl) ≥ log

(
ATargetc − AWc

1− AWc

)
, ∀c ∈ C (4.21)

zc,l = 1 , ∀c ∈ C, ∀l ∈ RB
c (4.22)

zc,l ≥ xc,i , ∀c ∈ C, ∀i ∈ XAll
c (4.23)

, ∀l ∈ RW
i : c > i

xc,i = 0 , ∀c, i ∈ C : i /∈ XAll
c , (4.24)

c > i

yl,c,i ≤ xc,i , ∀l ∈ L,∀c, i ∈ Cl (4.25)

: c > i∑
i∈Cl:c≥i

yl,c,i = 1 , ∀l ∈ L,∀c ∈ Cl (4.26)

yl,c,i ≤ yl,i,i , ∀l ∈ L,∀c, i ∈ Cl (4.27)

: c > i
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yl,i,k + yl,j,k ≤ 1 + xi,j , ∀l ∈ L,∀k, i, j ∈ Cl (4.28)

: j < i ∧ k < i ∧ k < j

xc,i ∈ {0, 1} , ∀c, i ∈ C (4.29)

: c > i

yl,c,i ∈ {0, 1} , ∀l ∈ L,∀c, i ∈ Cl (4.30)

: c > i

zc,l ∈ {0, 1} , ∀l ∈ L, c ∈ Cl (4.31)

4.5 A greedy heuristic

The previous ILP model can be hard to solve, specially on large instances of the

problem. To be able to solve large instances, in this section a heuristic solution is

presented. Such solution is obtained using a greedy algorithm that, starting from

Xc = ∅ for all c ∈ C, iteratively groups two connections (i.e. xc,i = 1), reducing

the number of required wavelengths, until no more grouping is possible without

violating the required availability for each connection ATargetc .

Remember that given a set of allowed shared connections Xc, the availability

of each connection Ac(Xc) can be obtained directly from (4.7), but the minimum

number of required wavelengths at each link is NP-hard to compute. Hence,

a different objective to select the “best” pair of connections to be grouped in

each iteration is used: for each pair of connections (c, i), the benefit obtained by

sharing a backup wavelength is defined by:

Bc,i =
(
Ai(Xi)− ATargeti

)
×
∣∣∣RB

i

⋂
RB
c

∣∣∣ (4.32)

where the first term of the right side corresponds to the difference between the

target availability of connection i (the one with lowest priority) and its resulting

availability under shared protection (resulting from making connections c and i

sharing a backup wavelength in all their common backup links). The higher the
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positive value of this difference, the higher the potential of backup wavelength

sharing and thus, the higher the probability of including another connection in

this group. The second term in (4.32) is the number of common links in the

backup routes of connections c and i. Thus, the higher the value of this term, the

higher the backup resource savings obtained by allowing these two connections

to share backup resources.

Hence, the heuristic finds, at each iteration, the pair of connections (c, i)

with i ∈ XAll
c that attains the maximum benefit Bc,i as a candidate to share

backup wavelengths. Next, to ensure that the all connections meet the availability

constraint formulated in (4.9), for each iteration of the greedy algorithm the

fulfillment of the following expression is evaluated:

Ai(Xi) ≥ ATargeti (4.33)

where i is the connection with lower priority of the pair (c, i) (the availability of

connection c does not change). If the condition established by (4.33) is not met,

then the candidate is not considered part of solution (i.e. xc,i = 0) and it is not

further considered in the following iterations of the greedy heuristic.

When there are no more candidates that meet the expression (4.33), the greedy

algorithm stops and the solution for each variable xi,j is stored in matrix X.

Next, to correctly find the groups of backup routes that share the same wave-

length in each link, i.e. to evaluate the minimum number of wavelengths required

in each link, solving an ILP is required. But, as the values of Xc are fixed, the

general problem becomes separable and thus, less complex. For each link l ∈ L,

the following ILP is solved:
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Ll(X) := minimize
∑
∀c∈Cl

yc,c (4.34)

subject to yc,i = 0 , ∀c ∈ Cl,∀i ∈ Cl : xc,i = 0 (4.35)∑
i∈Cl:c≥i

yc,i = 1 , ∀c ∈ Cl (4.36)

yc,i ≤ yi,i , ∀c ∈ Cl,∀i ∈ Cl : c > i (4.37)

yi,k + yj,k ≤ 1 , ∀i, j, k ∈ Cl (4.38)

: j < i ∧ k < i ∧ k < j : xi,j = 0

yc,i ∈ {0, 1} , ∀c ∈ Cl,∀i ∈ Cl (4.39)

which is equivalent to the ILP problem in the previous Section for a fixed value

of Xc for all c ∈ C.

The pseudocode of the heuristic is described in Algorithm 1.
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Algorithm 4.1 Greedy for backup wavelengths configuration for networks oper-
ating under shared protection scheme with availability requirement

Input: sets L, N and C.
Input: RW

c , RB
c for every c ∈ C.

Input: pl, for every l ∈ L.
Input: ATargetc , for every c ∈ C.
Input: Xbase (Matrix of zeros)

1: Define sw = 1 (auxiliary variable)
2: Define X = Xbase

3: Define Candidates set like the set of pairs of connections (i, j) such as xbasei,j =
1 (where connection i has lower priority than connection j)

4: while sw = 1 do
5: (loop to modify matrix X to find the solution)
6: sw = 0, BMAX = 0
7: for all (i, j) ∈ Candidates set do
8: (in this loop, the benefit of all candidates is evaluated and the next

candidate to be incorporated to the solution is selected)
9: xi,j = 1

10: Compute Ai, Bi,j

11: (In the next, the availability requirement is evaluated for connection i,
the connection with lower priority of the pair)

12: if Ai ≥ ATargeti then
13: if (Bi,j > BMAX) then
14: (if the availability requirement is met for connection i and the benefit

of candidate evaluated is higher than the previous candidates in
Candidates set , then the variables BMAX , iMAX , jMAX and sw = 1
are updated)

15: BMAX = Bi,j, i
MAX = i, jMAX = j, sw = 1

16: end if
17: else
18: (if the availability requirement is not met, then the candidate is

dropped from the list of possible candidates )
19: Delete (i, j) from Candidates set
20: end if
21: xi,j = 0
22: Compute Ai
23: end for
24: if sw == 1 then
25: (if any candidate meet the availability requirement, then the position

associated to candidate selected is change to 1 in matrix X )
26: X[iMAX , jMAX ] = 1
27: end if
28: end while
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Algorithm 4.1 Greedy for backup wavelengths configuration for networks oper-
ating under shared protection scheme with availability requirement (continued)

(The next loop is to compute the total backup wavelengths)
wtotal = 0
for all l ∈ L do

execute the ILP formulated in (4.34)- (4.38) for l ∈ L
wtotal =

∑
c∈Cl

ylc,c + wtotal
end for

Ensure: X (matrix with information about that connections share its backup
resources with each connection)

Ensure: Yl for each link (matrix with information about the groupings of con-
nections sharing backup wavelengths in each link)

Ensure: wtotal (the total number of backup wavelength required)

4.6 Numerical results and discussion

The ILP model and heuristic solution were solved using the IBM ILOG OPL

Optimization Suite v6.3 in an CPU 2x Xeon E5-2670 2.0 Ghz, 20M Cache, 2.00

GHz, 8.00 GT/s Intel(R) QPI, 8 cores, RAM of 128 Gb, with the total memory

assigned for each instance.

The topologies studied are shown in Fig. 4.2. The working route RW
c for each

connection c ∈ C corresponds to the most reliable route between the source and

destination node of c, assuming link failure independence. Similarly, each backup

route RB
c corresponds to the most reliable route that is arc-disjoint with RW

c .

However, it is worth noticing that the proposed methodology can be applied to

any pair of working/backup routes, and other criteria can be applied to select

these pairs of routes.

For each topology two scenarios were evaluated. In the first scenario (homoge-

neous scenario), all connections require the same value of availability with three

possible values: 0.999, 0.9999, 0.99999. That is, ATargetc = ATarget,∀c ∈ C. In this

scenario it might happen that some connections achieve the required availability

using only the working lightpath and thus, they are excluded from further con-

sideration (as they do not required backup resources). On the other side, some

connections could not achieve the required availability even with dedicated protec-
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tion. They are also excluded from consideration. Therefore, the set of connections

C (problem size) might have a number of elements lower than |N | × (|N | − 1)

as it is made of the connections that need to operate with exactly one backup

lightpath to reach the target availability. Given the target availability, this set is

unique.

In the second scenario (heterogeneous scenario), the concept of differentiated

reliability (introduced in [41]) is used, where every connection requires a different

target availability, corresponding to a fraction of the availability obtained under

dedicated protection (heterogeneous scenario). That is, ATargetc = α ·Ac(∅), ∀c ∈
C. In this case, no connection requires more than one backup lightpath to achieve

the target availability. Thus, only those connections that achieve their required

availability using just the working lightpath are excluded from the set C.

Tables 4.1 and 4.2 show the results for the homogeneous and heterogeneous

scenarios, respectively. The first column of each table corresponds to the name of

the network analyzed. Under the name, in brackets, the average number of hops

of the working and backup lightpaths and the average availability of their links

are given. The availability of each link, used to obtain the average availability

of the network links, is evaluated according to (4.1). The MTTF of each link

is calculated by multiplying the length of the link by the failure rate per length

unit, equal to 2.73× 10−3[yr−1 × km−1] for terrestrial links, as reported in [175],

and equal to 1×10−4[yr−1×km−1] for submarine links, as reported in [150]. The

MTTR is assumed equal to 12[hr] and 336[hr] for terrestrial and submarine links,

respectively.
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(a) Eurocore, 11 nodes and 50 links (b) EON, 20 nodes and 78 links

(c) NSFNet, 14 nodes and 42 links (d) UKNet, 21

nodes and 78 links

(e) Italnet, 21 nodes

and 72 links

Figure 4.2: Studied topologies.

The second column shows the target availability value (homogeneous scenario)

or the value of α (heterogeneous scenario). The third column shows PS (problem

size), equal to the number of connections considered in the problem (out of a total

of |N | × (|N | − 1)). These are the connections that need to operate with exactly

one backup lightpath to reach the target availability. The next four columns

present the results in terms of number of backup wavelengths required in 4 cases

(from left to right):

• LB: a scenario where the availability constraint in the ILP model is relaxed.

That is, Xc = XAll
c for all c ∈ C. Thus, this is a lower bound for the number

of backup wavelengths.

• ILP: the results for the complete ILP model.
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Table 4.1: Number of backup wavelengths for the homogeneous scenario

Topology Number of backup wavelengths

[ ¯|R|; p̄l]] ATarget PS LB ILP [δLB
ILP ;δUB

ILP ]
Greedy

[δILP
Greedy;δUB

Greedy]
UB

Eurocore
0.999 98 124 124 [0; 44.1] 124 [0; 44.1] 222

[2.8; 0.9984]
0.9999 110 126 126 [0; 48.7] 126 [0; 48.7] 246
0.99999 76 84 98 [16.7; 38] 102 [4.1; 35.4] 158

EON
0.999 372 768 768 [0; 40.3] 768 [0; 40.3] 1286

[3.02; 0.997]
0.9999 298 502 555* [10.6; 38.2] 585 [5.4; 34.9] 898
0.99999 52 58 74 [27.6; 30.2] 76 [2.7; 28.3] 106

NSFNet
0.999 172 295 295 [0; 53.3] 295 [0; 53.3] 632

[3.25; 0.9981]
0.9999 182 303 303 [0; 54.6] 311 [2.6; 53.4] 668
0.99999 34 52 62 [19.2; 46.6] 66 [6.5; 43.1] 116

UKNet
0.999 230 603 603 [0; 36.6] 603 [0; 36.6] 951

[3.25; 0.9995]
0.9999 416 920 920 [0; 39.1] 920 [0; 39.1] 1511
0.99999 420 922 922 [1; 38.8 ] 951 [2.1; 37.5] 1521

ItalNet
0.999 294 988 988 [0; 32] 988 [0; 32] 1453

[3.64; 0.9994]
0.9999 420 1115 1115 [0; 38.2] 1115 [0; 38.2] 1803
0.99999 342 720 776* [7.8; 39.4] 791 [1.9; 38.3] 1281

(*) Best solution after memory limit.

• Greedy: the results obtained by applying the greedy heuristic.

• UB: a scenario where full dedicated protection is used. That is, Xc = ∅
for all c ∈ C. Thus, this is an upper bound for the number of backup

wavelengths.

In the ILP column, the percentage of additional resources required by the ILP

model with respect to the LB, denoted by δLBILP , and the percentage of additional

resources defined by the UB with respect to the ILP model, denoted by δUBILP , are

given (first and second number between brackets, respectively). In the Greedy

column, the percentage of additional resources required by the Greedy heuristic

with respect to the ILP, denoted by δILPGreedy, and the percentage of additional

resources required by the UB with respect to the Greedy heuristic δUBGreedy, are

also given.

From Table 4.1, it can be seen that in most cases, the problem size increases

with the target availability value because connections that required only a working

lightpath to achieve a low availability value need to include a backup lightpath

to meet higher availability levels. However, it can also be seen that in some cases
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the problem size decreases with the target availability value because when such

value becomes too high it is not possible meeting condition (4.16). Thus, those

connections whose target availability cannot be achieved even with dedicated

protection are removed from analysis. The only network where the problem size

always increases with the target availability value is the UKNet topology, due to

its high link reliability (because of short length of links). As a result, even high

values of availability can be achieved with a single backup lightpath.

It can also be seen that in 66% of the cases studied, the values in the LB

and ILP columns are exactly the same, highlighting the fact that for low levels of

availability requirements (e.g. 0.999) or for topologies with highly available links

(e.g. UKNet) all backup wavelengths in a link can be shared without violating

the availability requirements. In the remaining cases, the target availability is

so high (0.99999) that to guarantee such value, the level of sharing of backup

resources must decrease, leading to a higher requirement in the number of backup

wavelengths. In these cases, the approach of simply sharing as much as possible,

as usually done (e.g. [112]) is not good enough to ensure the required availability

levels.

In Table 4.1 two cases where the optimal solution was not achieved, due to

memory exhaustion, have been marked (with *). For these cases, the resulting

GAP was of 1.2% for EON with ATarget = 0.9999 and 0.35% for ItalNet with

ATarget = 0.99999. For the heterogeneous scenario, the optimal solution was

reached in all cases.

Regarding the performance of the greedy heuristic, it can be seen that in

the cases where it requires more backup wavelengths than the ILP solution, the

maximum difference was just 15.7%. In Table 4.3 the running time (in seconds)

for the ILP (RTI column) and the Greedy heuristic (RTG) is given. It can be seen

that in most cases, the ILP solver takes much shorter times than the heuristic.

However, there are a few cases where the ILP solver takes very long times (between

12 and 48 hours) and in some of them it could not find the optimum as it ran out

of memory. Such different running times exhibited by the ILP solver for the same

network is caused by the nature of the solution provided by the linear relaxation

of the problem, which is the first step of the Branch&Bound algorithm. If such

solution is integer (or almost integer), usually the solver ends its execution very
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quickly. Instead, is most of the solution is fractional, then the Branch&Bound

algorithm could lead to exhibit a very bad performance. The heuristic instead,

took less than 2 minutes for all the studied cases.

Table 4.2: Number of backup wavelengths for the heterogeneous scenario

Topology Number of backup wavelengths

[ ¯|R|; p̄l]] α PS LB ILP [δLB
ILP ;δUB

ILP ]
Greedy

[δILP
Greedy;δUB

Greedy]
UB

Eurocore
0.999 98 124 124 [0; 44.1] 124 [0; 44.1] 222

[2.8; 0.9984]
0.9999 110 126 126 [0; 48.8] 126 [0; 48.8] 246

0.99999 110 126 140 [11.1; 43.1] 162 [15.7; 34.1] 246

EON
0.999 372 768 768 [0; 40.9] 768 [0; 40.9] 1286

[3.02; 0.997]
0.9999 380 772 796* [3.1; 40] 885 [11.2; 32.1] 1304

0.99999 380 772 1206 [56; 7.5] 1224 [1.5; 6.1] 1304

NSFNet
0.999 172 295 295 [0; 53.3] 295 [0; 53.3] 632

[3.25; 0.9981]
0.9999 182 303 303 [0; 54.6] 303 [0; 54.6] 668

0.99999 182 303 474 [56.4; 29] 536 [13.1; 19.8] 668

UKNet
0.999 230 603 603 [0; 26.6] 603 [0; 26.6] 951

[3.25; 0.9995]
0.9999 416 920 920 [0; 39.1] 920 [0; 39.1] 1511

0.99999 420 922 922 [0; 39.4] 931 [1; 38.8] 1521

ItalNet
0.999 294 988 988 [0; 32] 988 [0; 32] 1453

[3.64; 0.9994]
0.9999 420 1115 1115 [0; 38.2] 1115 [0; 38.2] 1803

0.99999 420 1115 1127* [1.1; 37.5] 1193 [5.9; 33.8] 1803

(*) Best objective after memory limit.
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Table 4.3: Running time for cases of ILP and Greedy

Homogeneous case Heterogeneous case

Topology α/AT PS RTI[s] RTG[s] PS RTI[s] RTG[s]

Eurocore

0.999 98 0.06 0.452 98 0 0.252

0.9999 110 0.06 0.38 110 0 0.332

0.99999 76 0.05 0.12 110 0.85 0.231

EON

0.999 372 0.76 22.088 372 0.09 19.765

0.9999 298 44268.39* 4.344 380 172804.48* 12.375

0.99999 52 0.02 0.146 380 0.05 4.356

NSFNet

0.999 172 0.19 4.094 172 0.07 3.949

0.9999 182 175.62 4.462 182 1.02 5.478

0.99999 34 0.13 0.15 182 48.26 1.197

UKNet

0.999 230 0.25 6.094 230 0.01 6.415

0.9999 416 0.64 44.37 416 0.03 42.806

0.99999 420 54.04 40.339 420 6.74 42.733

ItalNet

0.999 294 0.57 31.331 294 0.01 31.38

0.9999 420 1.29 104.224 420 0.06 95.076

0.99999 342 65240.54* 22.185 420 172802.46* 61.19

(*) Running time after memory limit.

In Table 4.2 the same information shown for the homogeneous case is given

for the heterogeneous case. As the target values for availability are now a fraction

of the dedicated protection availability values, it is always possible guaranteeing

the constraint (4.16). For this reason, PS increases with the value of α.

In this case, in the 73% of the cases studied the ILP model achieved the

same results that the lower bound in the cases of low availability requirements or

networks with links with high availability values (UKNet and ItalNet, both with

short links). In the remaining cases, it can be seen a small difference with the

lower bound, except in two cases: EON and NSFNet for α = 0.99999. This is

because, compared to other topologies, these two exhibit the lowest values of link

availability and longest routes.

For the 4 cases where the ILP computation time was in the order of days, the

optimality gap was modified to 2% to verify whether a good solution could be

found in shorter time. Even so, there were still 2 cases where the time limit was
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exceeded, highlighting the usefulness of devising a heuristic to deal with those

cases.

In Section 4.8 the case without wavelength conversion is briefly explored.

4.7 Proof of NP-completeness for the minimum

number of wavelengths required for a link.

Lemma 1 Let Ψc be a set of allowed shared connections for each c ∈ C and let

Ωl be the set of connections using a given link l ∈ L. Then, to determine the

minimum number of required wavelengths in a link l is an NP-hard problem.

Prof. A reduction of Minimum Clique Partition problem [43] is used. Given

a graph G = (V,E)an instance of the problem where Ωl = V (i.e., each vertex

of G is a connection in Ωl) and two connections u, v ∈ V can be grouped if and

only if {u, v} ∈ E can be constructed. Recall that two connections u and v can

be grouped in a same wavelength if and only if u ∈ Ψv and v ∈ Ψu. Hence, if

it is possible to assign a subset S of connections into one wavelength, then the

corresponding subset of nodes S forms an induced clique in G. Also, since each

connection requires an assigned wavelength, then an assignment of wavelengths

to Ωl is equivalent to a clique partition of the graph G. Hence, a minimum

assignment of wavelength to Ωl is equivalent to a minimum partition of G into

cliques.

4.8 Extension to the case without wavelength

conversion

For the case of lack of wavelength conversion, in the ILP model (5.40) can be

replaced by the following constraints:
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xi,j ≥ xi,c + xj,c − 1 , ∀c ∈ C, ∀i ∈ C (4.40)

, ∀j ∈ C|c < i ∧ c < j ∧ j < i

, RB
i ∩RB

j 6= ∅, RB
i ∩RB

c 6= ∅

, RB
j ∩RB

c 6= ∅

xi,j ≤ 1 + (xj,c − xi,c) , ∀c ∈ C, ∀i ∈ C (4.41)

, ∀j ∈ C|c < i ∧ c < j ∧ j < i

, RB
i ∩RB

j 6= ∅, RB
i ∩RB

c 6= ∅

, RB
j ∩RB

c 6= ∅

xi,j ≤ 1 + (xi,c − xj,c) , ∀c ∈ C, ∀i ∈ C (4.42)

, ∀j ∈ C|c < i ∧ c < j ∧ j < i

, RB
i ∩RB

j 6= ∅, RB
i ∩RB

c 6= ∅

, RB
j ∩RB

c 6= ∅

Constraints (4.40), (4.41) and (4.42) guarantee a coherent behavior among

different links. For example, if connections i and j share the same wavelength

with connection c at some different links, then i and j also would share backup

resources, because i, j and c are using the same wavelength.

The results for homogeneous and heterogeneous scenarios are presented in

Tables 4.4 and 4.5, respectively. As in the previous case, the lower bound (LB)

is obtained by removing the availability constraint.
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Table 4.4: The homogeneous scenario for networks without wavelength conver-
sion.

Topology Number of backup wavelengths
[ ¯|R|; p̄l]] ATarget PS GAP% RT[s]

LB ILP[δLB
ILP ;δUB

ILP ] UB

Eurocore
0.999 98 0 0.28 124 124 [0; 44.1] 222

[2.8; 0.9984]
0.9999 110 0 0.45 126 126 [0; 48.7] 246
0.99999 76 0 0.1 84 98 [16.7; 38] 158

EON
0.999 372 0.77 108011.9 768* 768 [0; 40.3] 1286

[3.02; 0.997]
0.9999 298 0.26 108000.06 504* 518 [2.8; 42.3] 898
0.99999 52 0 0.03 58 74 [27.6; 30.2] 106

NSFNet
0.999 172 0 7194.62 295 295 [0; 53.3] 632

[3.25; 0.9981]
0.9999 182 0.65 108006.36 303 303 [0; 54.6] 668
0.99999 34 0 0.14 52 64 [23.1; 44.9] 116

UKNet
0.999 230 0.17 108000.1 605* 605 [0; 36.4] 951

[3.25; 0.9995]
0.9999 416 4.38 108000.11 920* 922 [0.2; 39] 1511
0.99999 420 4.5 108000.38 922* 926 [0.4; 39.1 ] 1521

ItalNet
0.999 294 0.4 108004.69 988* 988 [0; 32] 1453

[3.64; 0.9994]
0.9999 420 1.99 108000.15 1115* 1116 [0.1; 38.1] 1803
0.99999 342 0.96 108000.17 721* 742 [2.9; 42.1] 1281

(*) Best objective obtained after time-limit (30 hours).

Table 4.5: The heterogeneous scenario for networks without wavelength conver-
sion

Topology Number of backup wavelengths

[ ¯|R|; p̄l]] ATarget PS GAP% RT[s]
LB ILP[δLB

ILP ;δUB
ILP ] UB

Eurocore
0.999 98 0 0.27 124 124 [0; 44.1] 222

[2.8; 0.9984]
0.9999 110 0 0.27 126 126 [0; 48.8] 246

0.99999 110 0.9 1.5 126 140 [11.1; 43.1] 246

EON
0.999 372 0.66 108009.32 768* 768 [0; 40.3] 1286

[3.02; 0.997]
0.9999 380 2.83 108000.58 772* 796 [3.1; 39] 1304

0.99999 380 0 1.29 772* 1210 [56.7; 7.2] 1304

NSFNet
0.999 172 0 27736.46 295* 295 [0; 53.3] 632

[3.25; 0.9981]
0.9999 182 0.33 65899.95 303* 303 [0; 54.6] 668

0.99999 182 0.21 39657.23 303* 504 [66.3; 24.6] 668

UKNet
0.999 230 0.29 108022.18 605 605 [0; 36.4] 951

[3.25; 0.9995]
0.9999 416 5.73 108000.85 920* 926 [0.6; 38.7] 1511

0.99999 420 4.96 108000.82 922* 926 [0.4; 39.1] 1521

ItalNet
0.999 294 0.35 108005.54 988* 988 [0; 32] 1453

[3.64; 0.9994]
0.9999 420 2.09 108000.77 1115* 1115 [0; 38.2] 1803

0.99999 420 2.73 108000.3 1115* 1122 [0.6; 37.8] 1803

(*) Best objective obtained after time-limit (30 hours).
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It can be seen that the homogeneous and heterogeneous cases including the

wavelength continuity constraint behave similarly to the corresponding cases with

wavelength conversion. The most important observation is that taking the wave-

length continuity into account does not significantly increase the backup wave-

length requirements. Such an observation was also made in the context of routing

and wavelength assignment algorithms, with and without failure restoration ca-

pability [7]. This behavior highlights the fact that, given the time to find an op-

timal solution, significant savings in wavelength converters could be made when

designing availability-aware networks.

Further research on the implications of the results presented in Tables 4.4 and

4.5 is part of future work.

4.9 Conclusions

An ILP model to solve the problem of configuration of shared backup routes with

an availability target was proposed and solved. To do so, unlike previous work,

the ILP model included modeling the availability constraint as linear expression

and the solution allowed identifying the connections sharing resources in different

links. The results obtained by solving the ILP model were equal that the lower

bound (ILP without availability guarantees) for network with high link availabil-

ity and low number of hops in the routes. However, in networks with low levels

of link availability or longer routes, the results in a scenario with availability re-

quirements was different from the lower bound, highlighting the importance of

considering the availability requirements when designing the network. At the best

of the knowledge of the author of this thesis, this approach of guaranteeing avail-

ability levels to the connections in a network operating under shared protection

was not addressed before.

To solve instances where the ILP takes significant time to get to a solution

(in the order of days), a greedy heuristic approach that showed a very good

performance was proposed: an average and maximum relative error of 2.46% and

15.7%, with execution times lower than 1 hour.

The modifications necessary for the ILP model to include the wavelength con-

tinuity constraint and obtained results for that case were also explored. Further
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analysis on this area as well as the impact of modifying assumptions on the input

routes and the link failure independence is part of future research.



Chapter 5

Virtual networks: dimensioning

and configuration of wavelengths

with blocking and availability

guarantees.

This chapter describes the modeling and formulation of two ILP models to plan

a dynamic WDM network used as the physical infrastructure of a network virtu-

alization system. The first ILP model deals with the dimensioning of the working

wavelengths whilst the second with the dimensioning of the backup wavelengths

and their configuration under shared protection.

The network planning process detailed in this chapter considers the block-

ing rate of virtual network requests and the availability of established virtual

networks as the parameters used to define the quality of service offered to the

clients. The acceptable value for the first performance measure (blocking) makes

the network planning process to minimize the number of working wavelengths

required in such a way that the blocking rate of each virtual network is under a

pre-specified target. On the other hand, the target availability value makes the

network planning process to determine the number of backup wavelengths and

its sharing configuration in such a way that each virtual network is guaranteed a

given availability value.
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The rest of this chapter is organized as follows: Section 5.1 presents the model

for the physical and virtual layer of the network virtualization system. Next, in

Section 5.2, the traffic model used to represent the arrival of virtual network

requests is described. Then, the formulation of the ILP model for dimensioning

of the working ligthpaths, considering the blocking probability target, is derived

in Section 5.3, whereas in Section 5.4 the ILP model for the dimensioning and

configuration of the backup wavelengths is formulated. Finally, in Section 5.5,

results obtained after solving the ILP models are presented and in Section 5.6

conclusions are drawn.

5.1 Network virtualization system model

A virtualization network system consists in two parts: the virtual layer, where

virtual networks operate according to the users requirements; and the physical

layer, a dynamic WDM network where the virtual nodes and links of virtual

networks are mapped.

The physical network is modeled as a graph G(N,L) where N and L are

the sets of physical nodes and links respectively. Each node n in N has a finite

amount of resources (e.g. processing or storage resources) denoted by rn. Each

link l in L has a finite amount of wavelengths, denoted by λl.

A virtual network request is defined by its topology, the resource requirements

of its nodes and links and the availability required by each link. The set of possible

virtual topologies is denoted by V . The virtual network topology v in V is also

modeled by graph Gv(N v, Lv) where N v is the set of virtual nodes and Lv the set

of virtual links. Every virtual node and link is associated to a specific resource

requirement denoted by rnv and rlv , respectively.

To map a virtual network to the physical substrate, each virtual node must

be mapped to a physical node with enough resources (that is, a physical node

such that rn ≥ rnv) and every virtual link lv ∈ Lv must be mapped to a physical

lightpath that connects the pair of physical nodes where the virtual nodes at the

extremes of the virtual link have been mapped. Such lightpath is defined by a

working route RW
lv and one wavelength in each link l ∈ RW

lv . If a given value of

availability is required, a backup lightpath might be associated to each working
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lightpath. The backup lightpath is defined by its route RB
lv and one wavelength

is required in each link l ∈ RB
lv .

Let λWl be the number of wavelengths required in physical link l to establish

the working routes associated to their corresponding virtual links and λBl the

number of backup wavelengths required to guarantee the required availability of

the virtual links. Then, the total number of wavelengths in each link l is given

by λl = λWl + λBl .

In this chapter, the following assumptions are made:

• each virtual node requires to be mapped to a specific physical node and

that physical nodes have enough resources to accommodate as many virtual

nodes as required.

• fixed routing (i.e. a pre.computed route) is used to define RW
lv and RB

lv .

The routes with the highest and second highest availability are selected as

working and backup routes for each virtual link.

• fixed routing (i.e. a pre.computed route) is used to define RW
lv and RB

lv .

The routes with the highest and second highest availability are selected as

working and backup routes for each virtual link.

• the physical network operates under shared path protection, to decrease

backup wavelength requirements (see Section 2.2.3.2). That is, for every

virtual link established a backup lightpath sharing wavelengths with other

backup lightpaths might be in place.

• an availability-based priority system to access shared resources is in place.

That is, if two working lightpaths sharing backup wavelengths fail simulta-

neously, the one with lowest availability (in the dedicated protection case)

is granted access to the backup resources.

• bandwidth requirements of virtual links are met with one wavelength.

• only links fail, according to the same failure model described in subsection

4.1. Link l fails with probability (1− pl).
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5.2 Traffic model

The traffic offered to the physical network by each virtual network v is governed

by an ON-OFF process. During the ON period, the virtual network v is assumed

to transmit date over each of its virtual links at the permitted transmission rate.

During the OFF period, the virtual network is not established, so it does not

transmit data. The mean duration of the ON and OFF periods is denoted by

tvON and tvOFF , respectively. Identical values of tvON and tvOFF are assumed for all

virtual networks. Therefore, the traffic load of any virtual network is given by:

ρv =
tvON

tvON + tvOFF
(5.1)

5.3 Dimensioning the working wavelengths ca-

pacity

Given:

• The physical topology defined by the sets L and N .

• V , the set of virtual topologies.

• The path (in the physical substrate) RW
lV to establish the working route for

every virtual link lv ∈ V .

• The traffic load ρV , offered by virtual networks (equal for all virtual net-

works, i.e., ρv = ρV ,∀v ∈ V ).

The objective is minimizing the amount of physical resources (wavelengths

used for the working lightpaths) required in the physical substrate, subject to the

blocking of each virtual network does not exceed a threshold. That is:

minimize
∑
l∈L

λWl (5.2)

subject to Bv ≤ BT
v ,∀v ∈ V (5.3)
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where:

• Bv is the blocking experienced by virtual network v

• BT
v is the target blocking requested for virtual network v

Assuming blocking independence among virtual links, Bv can be calculated

as as follows:

Bv = 1−
∏
∀lv∈Lv

(1−Blv) (5.4)

Where Blv is the blocking experienced by virtual link lv. Replacing (5.4) in

(5.3) the next expression is formulated:

1−
∏
∀lv∈Lv

(1−Blv) ≤ BT
v ;∀v ∈ V (5.5)

Inequality (5.5) is now dependant on the virtual link blocking values. To

determine the maximum values of Blv∀lv ∈ Lv (where LV =
⋃
v∈V L

v, the set

of all virtual links of all virtual networks) in a simple manner whilst meeting

inequality (5.5), a threshold for the values of Blv is set, such that:

Blv ≤ BT
Lv (5.6)

Let BT
Lv be this threshold value, equal for all lv ∈ Lv. Then:

1− (1−BT
Lv)|L

v | ≤ BT
v (5.7)

Reordering (5.7), the threshold value can be determined as:

BT
Lv = 1− |Lv |

√
1−BT

v (5.8)

Assuming blocking independence among physical links, the virtual link block-

ing can be estimated as:

Blv = 1−
∏
∀l∈RW

lv

(1−Bl) (5.9)
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where Bl is the blocking of physical link l. Joining (5.8) and (5.9) the following

expression is obtained:

1−
∏
∀l∈RW

lv

(1−Bl) ≤ BT
Lv (5.10)

Given that Bl depends on the decision variable λWl , then inequation 5.10 is

non-linear. Thus, to be able to include this inequation in a linear model, logarithm

is applied to both sides of it and after reordering, the fallowing expression is

obtained:

∑
∀l∈RW

lv

log(1−Bl) ≥ log(1−BT
Lv) (5.11)

and then log(1 − Bl) is defined as a decision variable, denoted as ALl. ALl

depends on Bl, that on turn can be calculated using the Engset formula, as

explained in the Chapter 3 (Section 3.1, Eq. (3.3)).

Reminding the definition given in Chapter 3, the Engset formula allows cal-

culating the blocking probability experienced by a set of y clients that arrive at

mean rate λv (clients/time unit) at a pool of x servers that serve the clients at

mean rate µv (clients/time unit).

In this case, the set of clients corresponds to the set of virtual links (regardless

of which virtual network) that could use the physical link l. Then, the number of

elements of this set of virtual links is denoted by |LV,Wl | (where LV,Wl is the set all

virtual links that could be activated using the physical link l ∈ L in its working

route). The pool of servers correspond to the wavelengths in the physical link,

dimensioned to operate under failure free conditions. Furthermore, the number

of wavelengths in physical link l is denoted by λWl . By replacing |LV,Wl | and λWl
in (3.3), the expression for the blocking of physical link is given by:

Bl(λ
W
l , |L

V,W
l |) = B(λWl , |L

V,W
l |) =

(|LV,W
l |
λWl

)
( ρV

ρV −1
)λ

W
l∑λWl

i=0

(|LV,W
l |
i

)
( ρV

ρV −1
)i

(5.12)

As the Engset formula is non-linear, to be able to use it in a integer linear

programming model, ALl is pre-calculated for all values of |RW
l | and λv (ρV is
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an input parameters of the model), then values are stored in table FL(x, y) =

log(1 − Bl(x, y)), where x corresponds to the to the number of servers, while y

corresponds to the number of clients. By doing so, the expression for ALl can be

re-written as:

ALl(λ
W
l , |L

V,W
l |) =

|LV,W
l |∑
i=1

FL(|LV,Wl |, i)× IALl,i (5.13)

Now, ALl is formulated only in function of parameters FL and binary vari-

ables IALl,i , where IALl,i is used as index such that IALl,i = 1 if i = λWl and IALl,i = 0

if not (∀l ∈ L).

The linearized model can be expressed as:

Sets and indexes

• LV : set of virtual links considering all virtual topologies in V .

• L: set of physical links.

• RW
lv : set of physical links used to implement the working route of virtual

link lv.

• l: index used to traverse sets of physical links (L and RW
lv ).

• i: index used to traverse virtual links using each physical link.

Parameters

• BT
Lv : target value for the blocking probability of all virtual links in virtual

network v.

• FL(x, y): array with the pre-calculated values of function log(1−Bl(x, y))

according to (5.12).

• |LV,Wl |: number of virtual links whose working routes use the physical link

l.
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Decision variables

• λWl : integer decision variable that represents the number of working wave-

lengths required in physical link l.

• ALl: continuous decision variable that takes the value of FL(|LV,Wl |, λWl ),

addressed using the binary decision variable Il,i.

• Il,i: binary decision variable that takes the value 1, ∀l ∈ L, if i = λWl , and

value 0 in other cases.

Minimize ∑
∀l∈L

λWl (5.14)

Subject to∑
l∈RW

lv

ALl ≥ log(1−BT
Lv) , ∀lv ∈ LV (5.15)

ALl =

|LV,W
l |∑
i=1

FL(|LV,Wl |, λWl )× Il,i , ∀l ∈ L (5.16)

λWl =

|LV,W
l |∑
i=1

i× Il,i , ∀l ∈ L (5.17)

|LV,W
l |∑
i=1

Il,i = 1 , ∀l ∈ L (5.18)

Ii,l ∈ {0, 1} , ∀l ∈ L, 1 ≤ i ≤ |LV,Wl | (5.19)

5.4 Dimensioning and configuration of backup

wavelengths

Given:

• The physical topology defined by the sets L and N .
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• V , the set of virtual topologies.

• The path (in the physical substrate) RW
lV to establish the working route for

every virtual link lv ∈ V .

• The path (in the physical substrate) RB
lV to establish the backup route for

every virtual link lv ∈ V , link-disjoint from RW
lV .

The objective is minimizing the amount of backup physical resources (wave-

lengths used for backup lightpaths) required in the physical substrate, subject to

the availability of each virtual network does not exceed a threshold. That is:

minimize
∑
l∈L

λBl (5.20)

subject to Av ≥ ATv ,∀v ∈ V (5.21)

where:

• λBl is the number of backup wavelengths required in link l when the network

is prone to link failure

• Av is the availability of virtual network v

• ATv is the target availability requested for virtual network v

To ensure meeting the availability target of all virtual networks, a worst case

is considered. That is, it is assumed that all virtual networks are active simulta-

neously.

Av can be calculated as:

Av =
∏
∀lv∈Lv

Alv (5.22)

where Alv is the availability of virtual link l in virtual network v. Then, joining

(5.21) and (5.22) next inequality is formulated:

∏
∀lv∈Lv

Alv ≥ ATv (5.23)
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Eq. (5.23) is now dependent on the virtual link availability values. To de-

termine in a simple manner the maximum values of each Alv (∀lv ∈ Lv), whilst

meeting inequality (5.21), a threshold for the values of Avl is set, such that:

Alv ≥ ATLv ,∀lv ∈ Lv (5.24)

Let ATLv be this threshold value. Then:

ATLv = |Lv |
√
ATv ,∀v ∈ V (5.25)

It is worth noticing that in some cases a virtual link might achieve the required

availability target without protection (that is, the working lightpath associated

to the virtual link alone is enough to provide the required availability). It could

also happen that even using dedicated protection, a virtual link from the same

virtual network could not achieve the required availability. To compensate these

cases, the target availability of each virtual link must be adjusted considering the

following expression:

ATLv = |Lv |Sh

√
ATv

ADlv × AUlv
,∀v ∈ V (5.26)

where |Lv|Sh is the number of virtual links (belonging to the virtual network

v) operating with shared protection, ADlv is the multiplication of the availability

values of the virtual links (belonging to the virtual network v) using dedicated

protection and AUlv is is the multiplication of the availability values of the un-

protected virtual links (belonging to the virtual network v). The target value

is iteratively adjusted until no changes are recorded from one iteration to the

next (that is, the set of virtual links operating with shared protection does not

change).

Then, Alv can be calculated as:

Alv = AWlv + (1− AWlv )× ABlv (5.27)

where AWlv is the availability of the primary (working) virtual link lv and ABlv

is the availability of the backup virtual link. The expressions for AWlv and ABlv are
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given by:

AWlv =
∏
∀l∈RW

lv

pl (5.28)

ABlv =
∏

∀l∈(
⋃

i∈Xlv
RW

i )
⋃
RB

lv

pl (5.29)

where:

• RW
lv is the set of physical links belonging to the route that implements the

virtual link lv

• pl is the probability of physical link l being in operative state. This is input

data, computed using Eq. (4.1), from Section 4.1.

• Xlv is the set of virtual links with lower priority than lv and that could

share backup wavelengths

• RB
lv is the set of physical links belonging to the backup route of virtual link

lv

Then, the expression for shared availability of link virtual lv is constructed

joining the equations (5.27), (5.28) and (5.29) as follows:

Alv(Xlv) = AWlv + (1− AWlv )×
∏

∀l∈(
⋃

i∈Xlv
RW

i )
⋃
RB

lv

pl (5.30)

Noting that the physical implementation of a virtual link corresponds to a

point-to-point connection, Eq. (5.30) is equivalent to Eq. (4.7). Thus, following

the same reasoning used Chapter 4, Section 4.3-4.4, the following ILP model can

be stated:

Sets and indexes

• L: set of network physical links.

• LV : set of all virtual links established over the physical network.
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• LV,Bl : set of all virtual links whose backup routes use the physical link l.

• RW
lv : set of links conforming the working route of virtual link lv.

• RB
lv : set of links conforming the backup route of virtual link lv.

• XAll
lv : set of virtual links that could share backup wavelengths with virtual

link lv.

• l: index used to traverse the sets of physical links L, RW
lv and RB

lv .

• i: index used to traverse the sets of virtual links LV and LV,Bl .

• j: index used to traverse the sets of virtual links LV , LV,Bl and XAll
lv .

• k: index used to traverse the sets of virtual links LV and LV,Bl .

Parameters

• pl: availability of physical link l.

• ATargetlv : target availability value for virtual link lv.

• AWlv : availability of the working lightpath used to establish virtual link lv.

Decision variables

• xi,j: binary variable that is equal to zero if connection j ∈ Xi (i.e. virtual

link j shares backup wavelengths with virtual link i and has higher priority

than virtual link i).

• yl,i,j: binary variable that takes value 1 when the backup lightpath of virtual

link i shares a wavelength on link l with a higher-priority connection j.

• zi,l: binary variable equal to 1 if l ∈ (
⋃
j∈Xi

RW
j )
⋃
RB
i .

Minimize ∑
l∈L

∑
i∈LV,B

l

yl,i,i (5.31)
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Subject to

∑
l∈L

zi,l × log(pl) ≥ log

(
ATargeti − AWi

1− AWi

)
, ∀i ∈ LV (5.32)

zi,l = 1 , ∀i ∈ LV ,∀l ∈ RB
i (5.33)

zi,l ≥ xi,j , ∀i ∈ LV ,∀j ∈ XAll
i (5.34)

, ∀l ∈ RW
j : i > j

xi,j = 0 , ∀i, j ∈ LV : j /∈ XAll
i (5.35)

i > j

yl,c,i ≤ xc,i , ∀l ∈ L,∀l, i ∈ LV,Bl (5.36)

: i > j∑
j∈LV,B

l :i≥j

yl,i,j = 1 , ∀l ∈ L,∀i ∈ LV,Bl (5.37)

yl,i,j ≤ yl,j,j , ∀l ∈ L,∀i, j ∈ LV,Bl (5.38)

: i > j

yl,i,k + yl,j,k ≤ 1 + xi,j , ∀l ∈ L,∀k, i, j ∈ LV,Bl (5.39)

: j < i ∧ k < i ∧ k < j

xi,j ∈ {0, 1} , ∀i, j ∈ LV (5.40)

: i > j

yl,i,j ∈ {0, 1} , ∀l ∈ L,∀i, j ∈ LV,Bl (5.41)

: i > j

zi,l ∈ {0, 1} , ∀l ∈ L, i ∈ LV,Bl (5.42)

5.5 Numerical results

Both ILP models were solved in a Intel Core (TM) i5-4200U, 8GB RAM consid-

ering the NSFNet topology (shown in Figure 5.1)as physical substrate. NSFNet
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is made of 14 nodes and 42 unidirectional links.

The set V of virtual networks was made of 30 ring topologies, ranging from

4 to 8 nodes. Each virtual topology from the set V was generated as follows. A

uniform random variable was used to determine the number of nodes. Next, the

set of physical nodes where the virtual nodes must be mapped was determined

using a uniform random variable in the range [0,13] (without replacement). They

had to be connected forming a ring, using bidirectional links (one in each direc-

tion of each node pair). Table 5.1 shows the information related to each virtual

network. The first column identifies the virtual network, the second and third

list the number of virtual nodes and links whilst the last column list the physical

nodes where the virtual nodes must be mapped in a ring topology (thus, the last

node in the list must be connected to the first node of the list).
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Figure 5.1: NSFNet, 14 nodes and 42 undirected links
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Table 5.1: Set V of virtual networks randomly generated.

Virtual

Network ID

Number of

virtual nodes

Number of

virtual links
Physical nodes mapping

0 4 8 (12,8,10,7)

1 8 16 (2,12,0,3,9,4,11,8)

2 8 16 (12,7,9,4,8,10,11,6)

3 5 10 (8,6,2,12,5)

4 8 16 (5,10,7,1,12,9,0,6)

5 6 12 (7,9,8,11,4,10)

6 7 14 (9,4,10,11,3,12,8)

7 8 16 (0,6,10,12,8,1,3,2)

8 5 10 (9,10,3,12,0)

9 8 16 (0,7,1,8,9,11,5,3)

10 4 8 (7,8,11,6)

11 4 8 (3,5,0,2)

12 7 14 (0,4,5,11,12,8,2)

13 6 12 (11,3,7,5,9,12)

14 5 10 (2,9,6,3,7)

15 7 14 (7,0,11,5,9,6,8)

16 4 8 (3,7,0,9)

17 4 8 (2,7,10,3)

18 4 8 (12,3,4,5)

19 4 8 (7,2,10,1)

20 6 12 (3,8,11,10,7,1)

21 6 12 (4,0,9,8,3,12)

22 8 16 (10,3,7,2,9,12,1,8)

23 4 8 (1,5,7,12)

24 5 10 (3,6,11,8,1)

25 5 10 (8,1,10,12,0)

26 8 16 (1,7,5,4,0,11,8,9)

27 4 8 (12,9,5,4)

28 4 8 (8,2,7,10)

29 6 12 (12,1,5,8,4,2)

The dimensioning of working wavelengths (that is, the working wavelengths

used to establish the working lightpaths of the virtual links) was carried out for 3

different values of maximum blocking: 0.01;0.001;0.0001 for traffic loads ranging

from 0.1 to 0.9 (in steps of 0.1). Figure 5.2 shows the total number of working

wavelengths as a function of the traffic load (in the figure, QoS V N stands for

Quality of Service for Virtual Networks, measured as the maximum blocking

ratio allowed for each virtual network). The horizontal line corresponds to the
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890 working wavelengths required in the case that all virtual network are active

simultaneously.
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Figure 5.2: Number of wavelengths for traffic load and QoS V N

As expected, the number of working wavelengths increases with the traffic

load and decreases with the maximum acceptable blocking. The maximum value

(890) is reached with traffic loads of 0.9, irrespective of the blocking target. In

all instances the optimum solution was achieved in a maximum running time of

5[s].

Next, the results of solving the ILP model to dimension the backup wave-

lengths are presented for availability values of 0.9; 0.99 and 0.999. To verify

whether these values could be obtained with shared protection, the availability

of the different virtual networks was evaluated assuming dedicated protection for

each virtual link. Results are shown in Table 5.2. It can be seen that all virtual

networks achieve availabilities higher than 0.999 using dedicated protection and

thus, applying shared protection is feasible in this case.
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Table 5.2: Maximum availability per virtual network.

Virtual

Network ID

Maximum

availability

Virtual

Network ID

Maximum

availability

Virtual

Network ID

Maximum

availability

0 0.999824 10 0.996698 20 0.999797

1 0.99946 11 0.999942 21 0.999665

2 0.999666 12 0.999729 22 0.999499

3 0.999729 13 0.999726 23 0.999785

4 0.999483 14 0.999796 24 0.99981

5 0.999715 15 0.99969 25 0.999635

6 0.999669 16 0.999782 26 0.999667

7 0.999743 17 0.999825 27 0.997812

8 0.999569 18 0.996015 28 0.999762

9 0.999634 19 0.999723 29 0.999678

Table 5.3 shows the resulting number of backup wavelengths required by the

virtual links of all virtual networks. The first column corresponds to the target

availability. The second column is subdivided in 3 columns showing the number

of virtual links using shared protection, dedicated protection and no protection,

respectively. The third column presents the total number of backup wavelengths

required to achieve the corresponding level of availability and the final column

shows, as a benchmark, the number of backup wavelengths that would have been

required if dedicated protection had been used for all virtual links.

It can be seen that for low availability values (0.9), all virtual networks achieve

the required availability with the working lightpaths alone. That is, protection

is not required and then, the number of backup wavelengths is zero. When the

availability increases to 0.99, just 3% of the virtual links can operate unprotected.

The remaining 334 virtual links require shared protection to be able to achieve

the required availability for the virtual network. In this case, the physical network

requires being equipped with 608 backup wavelengths. This result was obtained

in a running time of 31[s]. With respect to dedicated protection, using shared

protection for this level of availability results in a resource saving of 48%, show-

ing that resorting to dedicated protection is not a good choice when low levels of

availability are required. If the target availability increases to 0.999, all virtual

links can operate under shared protection and the total number of backup wave-

lengths increases to 623, with a resource saving of 49%. This result was obtained



5. VIRTUAL NETWORKS: DIMENSIONING AND CONFIGURATION... 121

in a running time of 68[s].

These results highlight the fact that dedicated protection should be applied

only when high levels of availability are required, as a significant resource saving

can be achieved by applying shared protection.

Table 5.3: Solution for the configuration and dimensioning of backup wavelengths.

Number of virtual links

AT
V N

Shared

protection

Dedicated

protection
Unprotected

Total number of

backup

wavelengths

Dedicated

Solution

0.9 0 0 344 0 0

0.99 334 0 10 608 1178

0.999 344 0 0 623 1222

5.6 Conclusions

In this chapter two ILP models for dimensioning and configuration of a network

virtualization system were formulated and solved. The system used a WDM

network as physical substrate and virtual networks arrived randomly. The first

model aimed at minimizing the number of working wavelengths required in the

physical substrate such that a maximum blocking probability was guaranteed for

the virtual networks. The second ILP model aimed at minimizing the number

of backup wavelengths required to ensure a minimum value of availability for all

virtual networks.

Results, obtained for a set of 30 different virtual network ring topologies,

showed that both models were able to find optimal solutions in reasonable times.

Both solutions achieved much lower resource requirements than the worst case

solution (static allocation for the first case and dedicated protection for the second

case). Future work should focus on evaluating by means of simulation the actual

value of blocking and availability achieved by these configurations.



Chapter 6

Concluding this thesis

In this thesis the question of whether network planning problems with non-linear

behavior could be solved by using ILP models was addressed. To answer such

research question 3 network planning problems were selected because of their

applicability to a wide range of similar network planning challenges that might

consider limits on the blocking or the minimum availability offered to their clients.

After presenting a compilation of the literature on the network design and

planning processes, the thesis focused on three network planning problems with

non-linear constrains, namely: dimensioning of dynamic WDM networks subject

to a maximum value of blocking rate per connection, dimensioning of backup

resources of a WDM network operating under shared path protection subject to

guaranteeing a minimum availability value for each connection and dimensioning

of a network virtualization system considering limits on blocking and availability

of virtual networks. These 3 problems were solved by means of an ILP model.

For the network dimensioning with guarantees of maximum blocking, it was

found that the formulation of a solvable ILP model was possible. This was

achieved by applying the logarithm function jointly with mixed-zero one models

to include the non-linear constraint related to the maximum probability blocking

requirement, evaluated by means of the Engset equation.

For the network dimensioning with guarantees of availability under shared

path protection, it was found that modeling and solving a ILP was possible. This

was achieved by properly estimating an expression for the priority-based avail-

ability and the application of the logarithm function, for the cases of a network
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with and without wavelength conversion.

Whilst the results achieved in this work answered the proposed research ques-

tion, they also raised a number of few issues representing important topics for

future work. They are:

• The broader question of what conditions must present a network planning

problem to be able to be solved with the techniques used in this thesis is

an open research area.

• The modification of the ILP model used for dimensioning of WDM networks

with wavelength conversion to be able to consider networks without this

conversion capability would help to understand whether the additional cost

associated to implement wavelength conversion is compensated with the

lower number of wavelengths required in a wavelength-convertible network.

• In this thesis, fixed routing was assumed. However, in many networks

several routes per node pair are considered as a way to adapt to network

congestion (adaptative routing) and thus, decreasing blocking. The devel-

opment of ILP models able to capture the dynamics of adaptative routing

to then determine the dimensioning of the network would be helpful to

determine the impact of adaptative routing in the network cost.

• Throughout this work, homogeneous traffic load was assumed. However,

realistic traffic profiles show that network traffic is highly heterogeneous.

Extending the work presented in this thesis to dimension networks under

heterogeneous traffic would help solve problems closer to the day-to-day

reality of network operators.

• Because of the high cost of protected systems, restoration is used when

connections affected by a failure can afford the additional time required to

find on real-time the required backup resources. Modeling the availability

of restored systems and dimensioning a network operating under restora-

tion would help know whether additional savings could be obtained whilst

maintaining the required levels of availability.
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• In the last years, elastic optical networks (with elastic allocation of the

spectrum instead of fixed allocation as done in WDM networks) have gained

importance in the area of optical networking. Developing dimensioning

models that include the specific characteristics of such networks would help

advance the advantages of such networks in terms of resource savings.
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Mart́ınez, R., Muñoz, R., Suzuki, M., and Yoo, S. J. B. Dynamic

openflow-based lightpath restoration in elastic optical networks on the geni

testbed. Journal of Lightwave Technology 33, 8 (April 2015), 1531–1539.

http://dx.doi.org/10.1109/JLT.2014.2388194. 19, 35

http://dx.doi.org/10.1364/JOCN.1.000017
http://dx.doi.org/10.1364/JOCN.1.000017
http://ieeexplore.ieee.org/document/7537383/
http://dx.doi.org/10.1364/JOCN.4.000B58
http://dx.doi.org/10.1364/JOCN.4.000B58
http://dx.doi.org/10.1109/LCOMM.2013.043013.122411
http://dx.doi.org/10.1109/LCOMM.2013.043013.122411
http://dx.doi.org/10.1109/ICC.2006.255146
http://dx.doi.org/10.1109/ICC.2006.255146
http://dx.doi.org/10.1109/35.868147
http://dx.doi.org/10.1109/35.868147
http://dx.doi.org/10.1109/JLT.2014.2388194


REFERENCES 137

[87] Liu, Y., and Trivedi, K. S. A general framework for network surviv-

ability quantification. In MMB (2004), pp. 369–378. http://people.ee.

duke.edu/~ktrivedi/surv/Surv_mmb.pdf. 11

[88] Lu, W., Zhou, X., Gong, L., Zhang, M., and Zhu, Z. Dynamic

multi-path service provisioning under differential delay constraint in elastic

optical networks. IEEE Communications Letters 17, 1 (January 2013),

158–161. http://dx.doi.org/10.1109/LCOMM.2012.120612.121343. 19

[89] Lu, W., Zhou, X., Gong, L., Zhang, M., and Zhu, Z. Dynamic

multi-path service provisioning under differential delay constraint in elastic

optical networks. IEEE Communications Letters 17, 1 (January 2013),

158–161. http://dx.doi.org/10.1109/LCOMM.2012.120612.121343. 28

[90] Lucerna, D., Tornatore, M., Mukherjee, B., and Pattavina, A.

Availability target redefinition for dynamic connections in WDM networks

with shared path protection. In 7th International Workshop on Design of

Reliable Communication Networks (2009), pp. 235–242. http://dx.doi.

org/10.1109/DRCN.2009.5340002. 47, 48

[91] Maier, M. Optical switching networks. Cambridge University Press, 2008.

16

[92] Meng, Y. S., Lee, Y. H., and Ng, B. C. The effects of tropical weather

on radio-wave propagation over foliage channel. IEEE Transactions on

Vehicular Technology 58, 8 (Oct 2009), 4023–4030. http://dx.doi.org/

10.1109/TVT.2009.2021480. 13

[93] Mohammadizadeh, N., and Zhuang, W. Cooperation of heterogeneous

wireless networks in end-to-end congestion control for QoS provisioning.

In 2013 IEEE International Conference on Communications (ICC) (June

2013), pp. 6454–6458. http://dx.doi.org/10.1109/ICC.2013.6655645.

20

[94] Mohan, G., and Murthy, C. S. R. Lightpath restoration in WDM

optical networks. IEEE Network 14, 6 (Nov 2000), 24–32. http://dx.doi.

org/10.1109/65.885667. 19, 35

http://people.ee.duke.edu/~ktrivedi/surv/Surv_mmb.pdf
http://people.ee.duke.edu/~ktrivedi/surv/Surv_mmb.pdf
http://dx.doi.org/10.1109/LCOMM.2012.120612.121343
http://dx.doi.org/10.1109/LCOMM.2012.120612.121343
http://dx.doi.org/10.1109/DRCN.2009.5340002
http://dx.doi.org/10.1109/DRCN.2009.5340002
http://dx.doi.org/10.1109/TVT.2009.2021480
http://dx.doi.org/10.1109/TVT.2009.2021480
http://dx.doi.org/10.1109/ICC.2013.6655645
http://dx.doi.org/10.1109/65.885667
http://dx.doi.org/10.1109/65.885667


REFERENCES 138
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