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ABSTRACT

In the last decade, a large number of nanosatellites have been placed into Earth’s lower orbits, with the
most common class of nanosatellite being the CubeSat. The long-lasting nature of these objects is causing a
significant number of close encounters between active and decommissioned satellites. An efficient way to
address this problem is the use of inflatable aerodynamic decelerators (IAD) for the deorbit and recovery of
nanosatellites. Furthermore, the application of this technology to CubeSats reentry and recovery missions
could enhance the capabilities of these small satellites in a sustainable and accessible manner.

Inflatable aerodynamic decelerators are devices designed to increase the area of the thermal protection
system of a spacecraft regardless of the diameter constraints of the launch vehicle. These devices can be
stored in a compact stowed configuration and expanded into a high-drag aeroshell for reentry and recovery
applications. In this scenario, the primary objective of this investigation is to evaluate the impact of the
IAD geometry on the flow, surface properties, and aerodynamic forces experienced by the spacecraft during
reentry. In particular, numerical simulations are carried out on three distinct IAD configurations coupled
with a 1U CubeSat during the upper stages of atmospheric reentry. The geometries considered in this study
are assumed to be fully inflated, with a forebody radius of 0.3 m and three different cone angles of 68.8◦,
45◦, and fully rounded. Reentry of the IADs coupled with a 1U CubeSat payload was simulated considering
nonreactive flow at 0◦ angle of attack and 105 km of altitude. Due to the high degree of flow rarefaction at
this altitude, the Direct Simulation Monte Carlo method is used for all computations.

The influence of the IAD geometries on the velocity, temperature, density, and pressure profiles and
contours was carefully investigated and discussed. From the results, the formation of a strong diffuse shock
wave can be observed for all geometries considered in this investigation. However, a lower angle of the
inflatable aeroshell is associated with a thinner shock wave and a maximum shock wave temperature closer to
the shield’s surface. These differences subside in the flow expansion over the IAD shoulder. In the rear of the
inflatable shields, a low-temperature and low-velocity region is observed, indicating that the IAD geometries
successfully mitigate the harsh conditions of reentry experienced by the payload. Moreover, it was found that
aerodynamic elongated shapes exhibit larger wake regions when compared to blunt geometries, albeit at the
expense of slightly higher gas temperature closer to the front surface of the shield. No recirculation zone was
observed in any of the simulated IAD configurations considered in this investigation.

The effect of the forebody geometry on the surface aerothermal coefficients and aerodynamic forces
is discussed thoroughly. According to these results, the thermal load experienced by the shields is particularly
severe near the stagnation point, especially for aerodynamically shaped geometries. This kind of geometry
exhibited the highest maximum heat transfer coefficient and total heat transfer of all configurations studied.
However, it also showed a lower heat transfer coefficient on the middle segment of the shield’s surface
compared to the other geometries. In addition, the maximum pressure coefficient and the minimum shear
stress coefficient were also identified at the nose tip, with the shear stress increasing toward the edge of
the shoulder at a rate dependent on the geometry of the aeroshell. Geometries with aerodynamic profiles
exhibited a low drag coefficient and a high ballistic coefficient, while more blunt geometries were found to
have a better mass-to-drag ratio. The results show that thermal and mechanical loads decrease to negligible
values in the rear section of the shield and on the CubeSat surface, further demonstrating the effectiveness of
IAD devices in reducing mechanical loads on the payload.

All simulations were carried out using the dsmcFoam+ code, an open-source Direct Simulation Monte
Carlo solver. A validation and verification process is performed to assess the physical accuracy and numerical
resilience of the dsmcFoam+ code under conditions similar to those employed in the main body of work of this
investigation. For the validation process of one of the test cases, additional continuum-based computational
fluid dynamic computations were performed by researchers from the University of Naples Federico II at the
lowest altitude of analysis. The results of this process demonstrate that the dsmcFoam+ solver is an adequate
tool for the numerical investigation of CubeSat-based IADs in rarefied reentry conditions.
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CHAPTER 1. INTRODUCTION

1 | Introduction

In the last decade, the interest of the space sector in the small satellite industry has grown substantially [1, 2].

In 2018, more than USD $2.5 Billion were invested into start-up space ventures, with a significant proportion

of this funding dedicated to the development of small satellite technology [1]. Even more, as of 2022, the

nanosatellite industry alone has an estimated market size value of USD $2.8 billion and is projected to reach

over USD $6.7 billion by 2027 [3]. A particular nanosatellite class, the CubeSat, has played a critical role in

the small satellite revolution [4, 5]. CubeSats are small satellites built in increments of a standardized 1U unit

factor, each unit being a 10 x 10 x 10 cm cube with a maximum mass of 2 kg [6]. Some commonly used

CubeSat form factors are shown in Figure 1.1.

Figure 1.1: Common CubeSat size factors [6].

CubeSats were originally designed for educational purposes, but are now used in a wide range of

applications by government agencies, private companies, and academic institutions [7, 8]. Furthermore,

CubeSat missions in 2018 were primarily used for remote sensing and technology development; with

significant growth rate in CubeSat applications to science and communications missions since 2016 [7]. A

driving factor in the shift of the industry towards small form factors is that CubeSats are able to take advantage

of the use of Commercial Off-the-shelf (COTS) components to achieve advanced missions at a fraction of the

cost [9, 1]. Rapid advances in technology miniaturization and standardization help these small satellites to

benefit from a more agile philosophy of operation, enabling these spacecrafts to have a short development
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time, be easy to replace, have lower costs and benefit from more up-to-date components [7]. These reasons

have led to an explosion in growth in the total number of nanosatellite and CubeSats launches, as can be

observed in Figure 1.2, with more than 2100 CubeSats satellite units launched as of May 2023 [10].

Figure 1.2: Total number of nanosatellites and CubeSats launched as of 2023 [10].

However, the unprecedented low entry barriers and the increasing launch rate of these small satellites

have raised concerns about the sustainability of space operations [11, 12, 13]. Many nanosatellite projects are

expected to be deployed in the coming years, including multiple CubeSat constellations with thousands of

individual units [14, 15, 16]. This poses a greater risk of in-orbit collisions, which, in turn, could cause a

significant increase in the amount of space debris in orbit [11]. Moreover, the environmental consequences of

the significant increase in mass injected into the atmosphere by reentering artificial objects, estimated to raise

27 times the natural level of aluminum in the atmosphere by 2040, remain largely unquantified [11]. The

sudden and rapid increase in the launch rate of small satellites is particularly alarming in Earth’s lower orbits,

such as Low Earth Orbit (LEO) and Very Low Earth Orbit (VLEO). Lower orbits have lower launch costs

and provide several benefits to small satellite missions [17]; which, in turn, have contributed negatively to the

partial saturation of the capacity of these orbits to sustain long-term space activities [12, 16]. Furthermore,

as shown in Figure 1.3, CubeSats have been found to have a higher failure rate than larger satellites, with

CubeSat missions having an overall 61% success rate from 2005 until 2018 [7]. In addition to this, faulty or

non-operational CubeSats can remain in orbit for up to 25 years after their operation cycle [18, 19, 20], as the

majority of launched nanosatellites lack a dedicated propulsion system for deorbit, as can be observed in

Figure 1.2.

In this way, current nanosatellite activities increase the potential threat of a cascade of collisions
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Figure 1.3: CubeSat mission status including CubeSats launched from 2005 until 2018 [7].

creating an orbital debris environment dominated by random collisions and a runaway increase in the amount

of orbiting pieces of debris [2]. This phenomenon is referred to as the Kessler syndrome, and it may prevent

access to the most important Earth’s orbits in the future [21, 22, 23]. In response to these concerns, in

September 2022, the Federal Communications Commission (FCC) lowered the orbit-life limit from 25 to 5

years after satellite operation for spacecrafts orbiting at 2000 km or below [24], recognizing the rapid changes

underway in the framework of space affairs [12]. To address these challenges and ensure the sustainable

and efficient use of space, further developments in nanosatellite deorbit, reentry, and recovery technology

are needed. Inflatable Aerodynamic Decelerator (IAD) technology is a promising solution to address the

challenges of CubeSat reentry and recovery, while expanding CubeSat capabilities in a cost-effective and

sustainable way [25, 26].

1.1 Inflatable Aerodynamic Decelerators

IADs are inflatable devices designed to be stored in a compact stowed configuration when not in use and

expanded into a high-drag Thermal Protection System (TPS) when needed [26], protecting the payload and

slowing down the spacecraft as it enters the planet’s atmosphere. IADs can be customized to specific missions

and payloads, as they allow the Ballistic Coefficient (BC) to be an independent design parameter from the

diameter constraints of the launch vehicle [27, 28]. The BC is a parameter that relates the mass and the drag

of the reentry body such that

BC =
m

CD Aref
, (1.1)

where m is the mass, Aref is the vehicle’s reference surface, and CD is the drag coefficient. When
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expanded, the increased aeroshell area of the IAD reduces the associated ballistic coefficient of the spacecraft,

which in turn allows for greater deceleration and decreased thermal and mechanical loads during reentry

[26]. Compared to traditional rigid aeroshells, inflatable and deployable aerodynamic decelerator technology

enhances the capabilities of reentry missions by allowing safe delivery of greater payload mass [29] and

higher elevation descent in thinner atmospheres [30]. Furthermore, the use of IAD technology has the

potential to also greatly benefit the reentry and recovery missions of small satellites or secondary payloads

[25, 31, 32, 33], making new scientific and commercial missions feasible [32] and further reducing costs

through complete or partial reuse of small satellites. Moreover, when expanded in low-altitude orbits, the

increased area of the aeroshell can induce the deorbit process based solely on the drag produced by the IAD

in contact with the atmosphere, eliminating the need for a dedicated deorbit propulsion subsystem while

helping to keep the lifespan limit of spacecrafts in lower orbits [25, 34].

IAD technology was first explored in the 1960s, peaking in the mid-seventies during the mission

planning phases for the Viking, Pioneer, and Galileo programs; for the atmospheres of Mars, Venus and

Jupiter, respectively. As shown in Figure 1.4, different types of IAD technology were evaluated through

wind tunnel and flight tests during this time. However, no significant progress occurred after this period

until the 1990s [35], where the increasingly ambitious space exploration missions exposed the limitations of

trailing parachutes and rigid aeroshells, renewing interest in IAD technology for Entry, Descent and Landing

(EDL) [36]. Thus, since the 1990s, many Deployable Entry Vehicle (DEV) concepts, including inflatable and

mechanically deployable aerodynamic decelerators, have been proposed and developed.

Figure 1.4: History of IAD technology development from 1960 to 2010 [35].

The history of modern DEV technology can be traced back to the inception of the ParaShield concept,

developed by Akin D. in the early 1990s [37, 38]. This concept acted as both the heat shield and the landing

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 4



1.1. INFLATABLE AERODYNAMIC DECELERATORS CHAPTER 1. INTRODUCTION

parachute; hence the name ParaShield. Initial development of the ParaShield concept was performed by

students of Akin D. in 1988. In 1989, a suborbital demonstration vehicle based on the ParaShield concept,

called Skidbladnir, was scheduled to be launched by the American Rocket Company (AMROC) SET-1 launch

vehicle. The Skidbladnir design concept featured a conical pressure vessel that housed all vehicle systems,

with the ParaShield system folded around it. The stowed and deployed configurations of Skidbladnir are

shown in Figure 1.5a and Figure 1.5b, respectively. Unfortunately, a launch vehicle problem resulted in

the failure of the suborbital flight test and the ParaShield concept was never tested in flight. Nevertheless,

subsonic and supersonic wind tunnel tests, as well as hypersonic Computational Fluid Dynamics (CFD)

simulations, were carried out on the ParaShield concept. These tests validated the aerodynamic modeling of

the ParaShield in both subsonic and supersonic regimes, whereas hypersonic simulations showed that the

system could survive entry from LEO [38].

(a) Stowed configuration. (b) Deployed configuration.

Figure 1.5: Skidbladnir ParaShield [38].

Later, in 1996, the University of Bremen carried out some preliminary design studies of the BREM-

SAT 2 mission, which aimed to return a small satellite back to Earth through the use of a deployable heat

shield [39]. During launch, the aerodynamic decelerator device could be stored in a 0.65 m diameter stowed

configuration, as shown in Figure 1.6a. When expanded, the deployable aeroshell used for BREM-SAT 2

resembles an umbrella-like structure, as can be observed in Figure 1.6b, and increases the satellite front

area by a factor of 12, to a diameter of 2.24 m, which yield to a heat flux maximum of 200 kW/m2 for this

configuration. The design also considered the use of COTS materials for the heat-resistant silicon fabric of

the umbrella and the twelve titanium arms. Although a tentative launch for 1999 was considered [39], the

deployable aerodynamic decelerator design BREM-SAT 2 has never been tested to date.

The first partially successful test of a modern IAD DEV was the orbital flight test of Inflatable Re-

entry and Descent Technology (IRDT) in February 2000 [40, 41]. The IRDT concept, shown in Figure 1.7a,

was developed by Russia and the European Space Agency (ESA) for Mars and LEO reentry missions [42].

The main reentry configuration of the IRDT vehicle consisted of a pressurized core covered by different
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(a) Stowed configuration. (b) Deployed configuration.

Figure 1.6: BREM-SAT 2 [39].

(a) Vehicle design [40]. (b) Fully deployed geometry description [42].

Figure 1.7: IRDT vehicle description and dimensions in fully deployed configuration.

layers of thermal insulation and flexible ablative material that was deployed prior to reentry. A secondary

deceleration cascade was deployed to serve as a landing system after reaching subsonic speed [43]. As shown

in Figure 1.7b, the aerodynamic shape of the IRDT vehicle during reentry was that of a blunted cone, with

a nose radius of 0.61 m, a cross section diameter of 2.34 m, and a 45◦ half-cone angle [42]. Despite some

minor deficiencies, the first mission confirmed the basic feasibility of the IRDT technology, and a second

demonstration mission, IRDT-2, was planned for 2001 [40]. However, two launch attempts in 2001 and

2002 resulted in failures due to launch vehicle problems and issues with launcher interface, respectively. In

2005, another flight test of the IRDT vehicle, the IRDT-2R project, was carried out. The test provided useful

flight data, but the demonstrator could not be recovered as it experienced a failure near peak deceleration that

caused a significant deviation from its nominal trajectory and landing target [42].

Similarly, during the latter half of the 2000s, advances by the National Aeronautics and Space

Administration (NASA) on the Hypersonic Inflatable Aerodynamic Decelerator (HIAD) program led to

several flight tests of the Inflatable Reentry Vehicle Experiment (IRVE) [44, 45]. A first orbital flight test

attempt, launched in 2007 on a Terrier Orion sounding rocket, was unsuccessful because the IRVE launcher

failed to release the reentry vehicle from the launch shroud [46]. Despite this setback, in 2009, the IRVE-II

orbital flight test successfully separated from the launcher, inflated as planned, and demonstrated stable flight

through reentry and descent while providing valuable flight performance data to the ground. As shown in

Figure 1.8a, the IRVE-II reentry vehicle consisted of a conical inflatable aeroshell attached at the leading edge
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of a rigid cylindrical centerbody. In launch configuration, the vehicle had an outer diameter of 0.419 m with

the deflated aeroshell packed around the centerbody. After separation from the launch vehicle, the aeroshell

was inflated to its reentry configuration of a 60 degree half-angle sphere cone, with an outer diameter of

3 m [46, 45]. The first flight test of the IRVE-II concept is a milestone in the development history of IAD

technology, as it successfully demonstrated inflation and reentry survivability, assessed the thermal and

drag performance of the reentry vehicle, and collected flight data for comparison with analysis and design

techniques used in vehicle development [47, 29].

Following the success of the IRVE-II mission, IRVE-3 launched in 2012 and successfully achieved its

two main objectives; to further demonstrate the reentry survivability of the HIAD concept, reaching Mach 10

during atmospheric reentry; and to demonstrate the effectiveness of generating lift with a HIAD from a radial

center of gravity offset [48, 49]. The IRVE-3 design shared the same general configuration as the earlier

IRVE-II mission, that is, a 3 m outer diameter and a 60◦ half-angle sphere cone. However, the inflatable

structure was redesigned to handle increased thermal and mechanical loads, keeping the stacked-toroid

approach but adding individual structural straps connecting the toroids to each other and to the centerbody

[49, 50], as shown in Figure 1.8b. Furthermore, the thermal protection system was upgraded from the layered

Nextel fabric used on IRVE-II to a multilayer system more capable of handling the heating levels experienced

during flight [51, 49].

(a) IRVE-II geometry description [44]. (b) IRVE-3 deployment stages [52].

Figure 1.8: IRVE-II geometry description and IRVE-3 deployment stages.

Beyond IRVE-3, NASA proposed four additional HIAD missions. The High-Energy Atmospheric

Reentry Test (HEART) was planned for late 2016 and aimed to demonstrate the effects of scale on development

and performance in an environment relevant for robotic Earth and planetary entry [53, 54, 55]. The HEART

HIAD design, shown in Figure 1.9a, could be stored within a 2.5 m diameter launch vehicle and deployed

into a 55 degree 8.3 m diameter aeroshell prior to atmospheric entry. A second mission of similar nature,

HEART-2, was considered to test the ability to control larger HIAD vehicles and land at a targeted location

[53]. In order to successfully complete this potential mission and bridge the gap between HEART and

HEART-2, the IRVE-4 mission was proposed to investigate the HIAD control response and targeting on an

inexpensive subscale vehicle [47, 53]. Lastly, the United Launch Alliance (ULA) in collaboration with NASA
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proposed that a HIAD be utilized as part of the Sensible, Modular, Autonomous Return Technology (SMART)

initiative to enable recovery of the Vulcan launch vehicle booster main engines [56]. A first experiment,

referred to as HIAD on ULA (HULA), proposed a scale increase from the 3 m diameter of IRVE to a 6 m

diameter aeroshell. Figure 1.9b shows a scale comparison between the proposed HULA design concept and

the IRVE-III reentry vehicle. The goal of the HULA flight test was to use a half scale vehicle to provide flight

data relevant to the ULA SMART initiative and the Mars EDL Pathfinder mission [56]. To date, none of these

missions (HEART, HEART-2, IRVE-4, and HULA) have been launched.

(a) HEART [54]. (b) HULA [56].

Figure 1.9: HEART and HULA reentry vehicle concepts.

However, as recently as November 2022, the Low-Earth Orbit Flight Test of an Inflatable Decelerator

(LOFTID) successfully entered the Earth’s atmosphere using NASA’s second-generation HIAD technology

[57, 58]. The LOFTID reentry vehicle shared the same design objectives as the proposed HULA experiment;

that is, a large mass of 1700 kg and 6 m diameter deployed inflatable aeroshell. Instead of the 60 degree

half-angle sphere cone used in previous IRVE experiments, the LOFTID reentry vehicle is characterized by a

70◦ forebody geometry [26], as shown in Figure 1.10. The LOFTID orbital flight technology demonstration

mission is the largest blunt body aeroshell ever flown, demonstrating the viability of large-scale HIAD

technology in an Earth orbital entry environment [26]. The LOFTID experiment also relates to applications

in Mars, Venus, and Titan missions; as well as the safe return of Vulcan rocket engines as part of ULA’s

re-use program [58].

Figure 1.10: LOFTID profile section view [57].

In addition to the HIAD program, NASA started the development and testing of a mechanically

deployed system called Adaptable Deployable Entry and Placement Technology (ADEPT). The ADEPT
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project has a wide range of applications, including science missions to Venus, Mars, and the Outer Planets

[59, 60, 61, 62]. As shown in Figure 1.11a, the mechanically deployable concept is akin to an umbrella,

employing a 70◦ sphere-cone thermal protection system made of flexible 3D-woven carbon fabric material

over high-strength ribs that make up the aeroshell structure [63, 64]. A particular characteristic of the initial

ADEPT design is the conceptual capability to invert the aerosurface like an umbrella to form a landing system,

as shown in Figure 1.11b, hence the name ADEPT. This landing configuration uses the structural spokes of the

umbrella to provide attenuation of landing impact, helping to provide soft and safe landing on uneven terrain

[63]. Although ADEPT is an ongoing project, it is worth noting that no further studies have been carried

out on the viability of the ADEPT landing configuration, with recent publications on the project making no

mention of this feature [26, 65, 66]. Nevertheless, ground testing campaigns have demonstrated the ability of

the carbon fabric material to withstand combined mechanical and aerothermal loads [67], and system-level

aerothermal tests have shown the concept to be a good candidate for multiple mission destinations; including

Venus, Mars, Titan, Uranus, Neptune, and Earth return [26, 68].

(a) Deployed configuration [62]. (b) ADEPT configurations [63].

Figure 1.11: ADEPT concept design.

In 2012, a demonstration flight of the Membrane Aeroshell for Atmospheric-entry Capsule (MAAC)

developed by the Japan Aerospace Exploration Agency (JAXA) was launched using the Japanese S-310

sounding rocket. Figure 1.12a shows a schematic of the experimental reentry vehicle demonstrator, which

consists of a capsule-type main body, a thin membrane flare, and an inflatable torus [69]. The Sounding Rocket

Experiment of MAAC (SMAAC) successfully completed its mission and demonstrated the performance of

the flare-type thin membrane aeroshell sustained by the inflatable torus as a decelerator under atmospheric

entry conditions [69, 70]. As can be observed in Figure 1.12b, the capsule had an initial diameter of 0.19

m, whereas the inflated aeroshell had an overall projected diameter of 1.2 m and a flare angle of 70 degrees,

connected to the inflatable torus at its edge [71]. Figure 1.12b also shows the positions of the embedded

thermocouples placed on the back of the SMAAC aeroshell. The aerodynamic heating behavior of the

vehicle was investigated using the measured temperature history, and the data was found to be in reasonable

agreement with predictive numerical simulations [71]. Since then, additional ground tests and numerical

simulations on the MAAC concept have been carried out [72, 73, 74].

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 9



1.1. INFLATABLE AERODYNAMIC DECELERATORS CHAPTER 1. INTRODUCTION

(a) Schematic of the experimental vehicle [69]. (b) SMAAC geometry description. [71].

Figure 1.12: Sounding Rocket Experiment of MAAC (SMAAC) vehicle design.

In 2011, the Italian Space Agency (ASI) started a feasibility study on the Italian Re-Entry NacellE

(IRENE) project, a low-cost deployable reentry system to enable future space missions requiring planet

atmosphere entry or Earth reentry [75, 76]. When deployed, the preliminary dimensions of the IRENE reentry

capsule include a 45 degree half-vertex angle and a maximum diameter of 0.3 m for the deployed heat shield

[75]. Proposed applications of the IRENE vehicle include: payload return to Earth from the International

Space Station (ISS), recoverable scientific experiments in LEO, robotic exploration missions, and/or future

manned space systems [76]. The flexible TPS material and complementary ceramic foam for the nose have

undergone preliminary testing in the Small Planetary Entry Simulator (SPES) hypersonic wind tunnel at the

University of Naples Federico II. Furthermore, a subsystem test including both the nose and flexible TPS

material was carried out at the Italian Aerospace Research Centre (CIRA) in the SCIROCCO Plasma Wind

Tunnel (PWT) [77]. Figure 1.13 shows some relevant images of the IRENE subsystem tests. The test was

considered successful and demonstrated that the materials selection and design choices were suitable, feasible,

and exploitable [75]. Consecutive studies have focused on the development of a scaled down prototype half

the size of IRENE, named MINI-IRENE [78, 79, 80]. The current phase of the program, led by CIRA and

ESA, aims to perform suborbital flight tests of the MINI-IRENE concept on the MAXUS sounding rocket

and the VSB-30 rocket [81, 77].

Figure 1.13: IRENE subsystem test in the SCIROCCO plasma wind tunnel at CIRA [75].

The IRENE mechanical deployable heat shield is also being considered for two other Italian projects,

the Air-launcheable Micro-Satellite with Reentry Capability (MISTRAL) and the IPERDRONE project [82].

The primary objective of the MISTRAL project is to develop a 20-30 kg class spacecraft provided with a
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deployable flexible aerobrake that can return it to Earth in a recovery area [83]. The spacecraft is equipped

with a payload compartment capable of accommodating a variety of instruments to allow the project to satisfy

a large number of missions ranging from Radiation measurement to Exobiology to Atmospheric mapping to

Earth observation [83]. Once the mission is completed, the aerobraking system can perform an aerodynamic

deorbit maneuver, a controlled reentry into the atmosphere, and a soft landing (or splash down) to allow

users to retrieve and post-process the data recorded on board [34]. The MISTRAL mechanical heat shield

concept, shown in Figure 1.14, can modulate the deployable surface for aerodynamic control of the deorbiting

trajectory to guide the capsule towards the selected landing and recovery point [84, 85, 82].

On the other hand, the objective of the IPERDRONE program is to design and develop a small

spacecraft reentry system capable of performing in-orbit operations on the International Space Station (ISS)

and/or other Space Systems, reenter the atmosphere, and safely land on Earth bringing back unaltered scientific

payloads/experiments [86]. The IPERDRONE program will consist of a series of missions characterized by

incremental objectives, aiming at qualifying new type of missions and related technologies [87]. There are

two missions in preparation as part of the first stage of the program. The first mission, named IPERDRONE.0,

aims to validate the system performance and subsystems; concluding in a deorbiting maneuver demonstration,

which will lower its orbit into a pre-defined re-entry corridor to guarantee the complete disintegration of the

spacecraft during the re-entry phase. The second mission, named IPERDRONE.1, will aim to demonstrate

the ability to return payload back to Earth without the use of active propulsion, instead employing the

mechanically deployed shield IRENE [87, 82].

Figure 1.14: MISTRAL design concept in stowed in deployed configuration [83].

Currently, the European Union H2020 program is funding the development of the EFESTO project to

increase the European technology readiness level of inflatable heat shields for reentry vehicles [88, 89]. The

EFESTO project is focused on the development of IAD technology for two key applications, Reusable Small

Launchers Upper Stages and Mars Robotic Exploration [88]. For the Earth application, the recovery of the

AVUM VEGA upper stage has been chosen as the baseline case study. The current mission layout consists of

a deorbit from the Polar Orbit followed by a controlled entry phase. Atmospheric deceleration is achieved

using a 60◦ angle 4.5m diameter class HIAD, followed by a parachute descent phase [90]. For the Mars

Application, the robotic exploration mission class resulted in a 10 m diameter IAD class, with approximately
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6600 kg of entry mass, a BC of approximately 50 kg/m2, and a sphere-cone heat shield with a 70 degree angle

[89, 88]. To overcome some identified weaknesses of the stacked toroid configuration of the IRVE series, the

Annular Tori configuration has been adopted for both the Earth and Mars scenarios, with slightly different

configuration optimized for each scenario [88]. Figure 1.15 shows the component description of the deployed

configuration of both conceptual reentry vehicles, for Earth and Mars applications, respectively.

(a) AVUM (b) MARS

Figure 1.15: EFESTO reentry vehicles for Earth (AVUM) and Mars applications (MARS) [90].

1.2 Reentry flow regimes

As described in section 1.1, the benefits of IAD technology make it a good candidate for a wide range of

space applications, from small spacecraft low-orbit reentry missions to the delivery of large mass payloads

in planetary exploration missions. In all of these scenarios, IAD reentry vehicles are bound to experience

rarefied flow phenomena, particularly during the first stages of atmospheric reentry. The low atmospheric

density at high altitudes characterizes the physical interaction between the spacecraft and the surrounding

flow; where the latter usually exhibits a significant deviation from the thermodynamic equilibrium. The extent

of these effects are described to as the degree of rarefaction of the flow, which further differentiates the flow

regimes experienced by a spacecraft during the reentry process and fundamentally shifts the approach to

model and investigate flows under these conditions.

Since the atmospheric density and the mean free path of freestream particles vary with altitude, the

reentry vehicle experiences different degrees of flow rarefaction during descent. The mean free path (λ)

is the average distance traveled by molecules between collisions and at high altitudes, where there is low

atmospheric density, molecules exhibit a large mean free path. High altitudes are associated with a significant

degree of flow rarefaction, as the lack of molecular collisions leads to a significant degree of non-equilibrium

in the flow. Thus, in a rarefied flowfield, the equilibrium assumption underlying all continuum models is

invalid. This means that traditional Computational Fluid Dynamic (CFD) methods based on the Navier-Stokes

equations become inadequate after a certain threshold of flow rarefaction, as these models no longer form a

determinate set of equations under these conditions [91, 92].
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As mentioned above, during the initial stages of the reentry process, the spacecraft first encounters a

flow regime with a very large mean free path. This flow regime is denominated as free molecular flow, where

the effects of intermolecular collisions are negligible. At lower altitudes, the spacecraft goes through a flow

regime denominated as transitional regime, where the effect of intermolecular collisions can no longer be

ignored [93, 94]; yet, it is not sufficient to allow for the use continuum models. Eventually, the spacecraft

reaches a medium of sufficiently high atmospheric density and a short mean free path, which allows for the

validity of the equilibrium assumption. These flow regimes can be identified through the Knudsen number

(Kn), defined as

Kn =
λ

L
, (1.2)

where L is the characteristic length of the reentry vehicle or spacecraft. Thus, for the same set of

reentry conditions, the degree of flow rarefaction can vary for vehicles of different sizes. Figure 1.16 shows

the relation between the degree of flow rarefaction and its respective flow regime as a function of the Knudsen

number.

Figure 1.16: Mathematical models for different degrees of rarefaction as delimited by the Knudsen number [91].

As can be observed in Figure 1.16, the continuum regime in which the Navier-Stokes equations

are valid is defined for a Knudsen number below 0.1. The Burnett equations can help to extend the upper

limit of validity of the continuum models to a Knudsen number of 0.2. However, as rarefaction increases

and the Knudsen number becomes significant, regions of non-equilibrium begin to appear near surfaces

as molecule–surface interactions become less frequent [95]; thus, requiring the replacement of continuum

models by molecular models. The region where 0.01 < Kn < 10 defines the transitional regime, where the

continuum fluid equations are inaccurate and collisions cannot be neglected. For Kn > 10, very few collisions

occur within the gas and the flow is approximately free molecular. The only mathematical model capable of

modeling the complete spectrum of flow rarefaction regimes is the Boltzmann equation. From a continuum

perspective, at the limit of zero Knudsen number the transport terms vanish and the Navier-Stokes equations

reduce to the inviscid Euler equations. The opposite limit of infinite Knudsen number is the free-molecule
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flow regime, where the collisionless form of the Boltzmann equation applies. These mathematical models can

be related through the Chapman-Enskog theory, where they can be derived by different order approximations

of a common series expansion about these local Knudsen numbers.

Moreover, high gradients and small length scales, such as those within the strong shock layers

associated with hypersonic flight, can further deviate the molecular velocity distribution function from

equilibrium [96, 97]. To varying degrees depending on the mission, IAD vehicles are exposed to characteristic

hypersonic flow phenomena during operation. This is because during the reentry process, where the kinetic

energy of the spacecraft is dissipated into the atmosphere, these vehicles reach very high speeds. For Earth

applications, depending on their altitude and/or orbit before descent, reentry vehicles can reach speeds on

the order of 104 m/s. The hypersonic flow regime is characteristic of an object with a velocity considerably

higher than the speed of propagation of the perturbations in the flow caused by the object, that is, when the

speed of a gas flow (U∞) around an object is significantly higher than the speed of sound (cs) in the same

medium. The ratio between both quantities can be described by the Mach number (Ma) as

Ma∞ =
U∞
cs
. (1.3)

Thus, a sufficiently large Mach number, Ma >> 1, would be indicative of a hypersonic flow regime.

Reentry vehicles experience a range between 28 and 0 Mach during atmospheric reentry. Figure 1.17 shows

the development of a flow around an airfoil for different Mach numbers, ranging from the subsonic to the

hypersonic flow regime. A commonly used criterion to classify a flow as hypersonic is Ma > 5.

Figure 1.17: Schematic of the flow development around an airfoil for different Mach numbers.

However, hypersonic flow is best defined as the regime in which certain physical flow phenomena

become progressively more important as the Mach number is increased to higher values. Some of these

defining flow phenomena include: thin shock layers, strong entropy gradients, a large boundary layer, and

high temperatures at and behind the shock wave. Figure 1.18 summarizes some of the important physical

phenomena associated with hypersonic flight.

The effects of flow rarefaction also influence the nature of characteristic hypersonic flow phenomena.
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Figure 1.18: Schematic of important physical phenomena associated with hypersonic flight. [98]

For instance, it is worth noting that the mean free path is inversely proportional to the gas density, and, for

a given shock strength, the width of the wave is also inversely proportional to the density. Moreover, the

portion of the flow that is viscous increases as the flow becomes rarefied [91]. At extremely low densities,

the shock waves and boundary layers merge and then lose their identities as the free molecular regime is

approached. Outside boundary layers and shock waves, equilibrium continuum flow can be assumed and

the Euler equations may be applied, yielding the correct results at all Knudsen numbers. Reentry vehicles,

such as IADs, travel through rarefied flow fields dominated by compressibility effects. However, because of

the speed of the vehicle, most of the flow in contact with the spacecraft is laminar in nature. This allows the

thermal viscous effects on the surface of the spacecraft to be neglected [99], which simplifies the analysis.

Nevertheless, flow rarefaction leads to velocity-slip and temperature-jump phenomena, in which the velocity

and temperature in the gas adjacent to the surface are not equal to their corresponding values at the surface of

the vehicle.

The limitations of traditional CFD techniques based on the continuum hypothesis and the difficulties

associated with analytical solutions make these approaches inadequate to investigate the reentry of IADs

under rarefied conditions. The importance of non-equilibrium effects and intermolecular collisions under this

regime has made the stochastic particle-based Direct Simulation Monte Carlo (DSMC) method [91, 100] the

standard method for aerospace investigations at high altitudes [95, 101, 102]. This method will be discussed

in detail in section 2.2.

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 15



1.3. PREVIOUS WORK: CUBESAT-BASED IAD TECHNOLOGY CHAPTER 1. INTRODUCTION

1.3 Previous work: CubeSat-based IAD technology

The first application of IAD technology for CubeSats reentry and recovery was proposed by Spaceflight

Industries, then Andrews Space [103, 104]. The proposed CubeSat Deorbit and Recovery System (DRS)

was a standalone device that used inflatable technology to shorten a spacecraft’s lifetime by a factor of

ten and potentially enabled controlled reentry and safe recovery of NanoSat and CubeSat class spacecraft.

Attached to a standard 2U CubeSat module, the CubeSat DRS was a 1U module with an inflatable 1.2 m

diameter tension-cone decelerator. The DRS design objectives included a standard CubeSat interface, the

use of COTS, and a self-contained modular design. The Andrews Space team evaluated different types of

DRS configurations and selected a DRS design with a 60◦ tension cone deployed using an inflatable torus,

as shown in Figure 1.19. The team conducted component, subsystem, and system level testing to verify the

performance and feasibility of a DRS prototype. Material testing assessed both the strength and thermal

properties of the materials to withstand the reentry environment, while tests to the inflation system helped

calibrate this system and derive inflation times. Based on these tests, several design improvements were

identified, including the use of a finer weave in the material and a potential redesign of the inflation system.

A demonstration mission to reenter and recover a 3U spacecraft from the ISS was formulated, but has not

taken place to date.

Figure 1.19: Andrews Space’s CubeSat DRS system conceptual mission stages [103].

Important work on CubeSat-based IAD technology has been carried out by researchers from the

University of Naples Federico II, who conducted preliminary feasibility analyzes on two concepts of me-

chanically deployable aerodynamic decelerators for CubeSats [25]. The first concept proposed, shown in

Figure 1.20a, is the CubeSat End-of-Life System (CELS), which is intended to provide nanosatellites with

the possibility of performing an aerodynamic deorbit maneuver. The objective of this concept is to deorbit

without recovery, with the payload and deployable aerobrake disintegrating during atmospheric reentry. The

second concept analyzed, shown in Figure 1.20b, is the CubeSat De-orbit and Recovery System (CDRS).

In addition to the deorbit maneuver, the CDRS enables the safe reentry and recovery of CubeSat modules.

This is achieved through the use of a flexible high-temperature heat shield that protects the CubeSat payload

from the harsh reentry conditions. Similarly to other mechanically deployed reentry vehicles, the reference

surface of the CDRS concept could be modulated by changing the half-cone angle to control the trajectory

during descent. For CDRS, preliminary calculations of aerothermal and mechanical loads during reentry were

performed, using numerical methods based on the Navier-Stokes equations to focus on the continuum regime
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part of the reentry trajectory. Both reentry vehicles had a 45◦ forebody geometry configuration. As stated by

the authors [25], this geometry configuration provided a good compromise between aerodynamic stability and

the maximum available cross-section area in the deployed configuration for a given rod dimension.

(a) CELS (b) CDRS

Figure 1.20: Mechanically deployable aerodynamic decelerators concepts for CubeSat applications [25].

Although not specifically applied to CubeSats, in a related study [105], two possible sphere–cone

configurations for the TPS were investigated. As shown in Figure 1.21, the analyzed configurations had the

same reentry mass and maximum diameter, but were characterized by different half-cone angles of 45◦ and

60◦, referred to as TPS-45 and TPS-60, respectively. The analyzes involved both the evaluation of thermal and

aerodynamic loads and the assessment of the capsule longitudinal stability. The aerothermodynamic analysis

performed for both half-conce angles in deployed configuration considered transitional and continuum reentry

regimes. From these analyzes, TPS-45 was shown to be more favorable than TPS-60 from a stability point of

view [105, 106]. From the thermal and aerodynamic loads point of view, preliminary results showed TPS-60

to be more favorable than TPS-45 due to the steeper reentry trajectory and smaller radius of curvature of this

latter geometry [105, 76].

(a) TPS-60 (b) TPS-45

Figure 1.21: Geometrical characteristics of TPS-60 and TPS-45 [105].

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 17



1.3. PREVIOUS WORK: CUBESAT-BASED IAD TECHNOLOGY CHAPTER 1. INTRODUCTION

Other numerical aerothermodynamic studies and aerodynamic control capability investigations carried

out by researchers from the University of Naples Federico II [34, 107, 108, 109] have been mainly related to

non-CubeSat applications. Namely, as described in section 1.1, the development of the IRENE and MINI-

IRENE heat shields and the MISTRAL project. However, it should be noted that the proposed IPERDRONE.1

mission aims to safely return and recover a 3U CubeSat payload using the mechanically deployed IRENE

heat shield [86, 87, 82].

In line with the basis established by the MAAC project [110], in 2017, JAXA successfully conducted

a nanosatellite orbital deployment mission, the reentry satellite with gossamer aeroshell and GPS/Iridium

(EGG) experiment [111, 112]. Before deployment, EGG could be compactly packed into a 3U CubeSat form

factor. The inflatable thin-membrane aeroshell was approximately 0.8 m in diameter and had a flare angle of

60 degrees. The main components and general dimensions of the EGG spacecraft in deployed configuration

are presented in Figure 1.22. EGG was deployed from the ISS and orbited in LEO for 120 days at an altitude

of approximately 400 km before reentering the Earth’s atmosphere and burning out according to mission

schedule. Several investigations have been carried out on the EGG experiment and the data obtained during

its reentry [112, 111, 113, 114]. In particular, the history of heat fluxes on the membrane aeroshell and the

inflatable torus during descent was reconstructed based on the data measured by the thermocouples placed in

the membrane of the aeroshell. The heat flux distribution was reproduced using the discrete particle-based

Direct Simulation Monte Carlo method. The results indicated that, at an altitude of 110 km, the heat fluxes on

the membrane aeroshell and the inflatable torus were approximately 2.8 and 4.0 kW/m2, respectively. This

latter value being the maximum heat flux experienced by the reentry vehicle at an altitude of 120 km. However,

after the mission, post-flight analysis indicated that membrane aeroshell of EGG was deformed, highlighting

the need for further investigation on the aerodynamic forces and aerodynamic heating environments causing

this deformation [112].

Figure 1.22: Main components and general dimensions of the EGG spacecraft in deployed configuration [111].

Similarly, NASA conducted the ADEPT SR-1 flight test in 2018 to evaluate the application of the

ADEPT system for nanosatellites and secondary payloads (Nano-ADEPT) [32, 115]. The mission targeted a

minimum separation altitude of 100 km for ADEPT SR-1 and a peak Mach number during entry of 3.0. When

deployed, the SR-1 configuration was an octagonal pyramid with a spherical nose-cap aeroshell attached

to a 3U CubeSat payload. In stowed configuration, the ADEPT umbrella structure could wrap around the
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payload at an overall diameter of 0.24 m. The deployed configuration was 0.7 m in diameter and had a

70◦ half-cone angle, increasing the projected area by a factor of eight from the stowed configuration to the

deployed configuration [115]. Figure 1.23a and Figure 1.23b show an overview of the mechanical system

of nano-ADEPT and the SR-1 reentry vehicle itself, respectively. The suborbital mission was successful,

meeting 5 of the 6 mission success criteria, and demonstrated the capability of the ADEPT system to achieve a

fully deployed configuration before reaching an altitude of 80 km during descent [33]. However, the ADEPT

SR-1 flight had an unexpected roll rate increase observed during the supersonic flight regime and also tumbled

at speeds lower than Mach 0.2 [116]. In addition to this, reconstructed flight performance identified multiple

limitations of the pre-flight aerodynamics database. Computational simulations were used to develop the

ADEPT SR-1 static aerodynamics database, with non-continuum aerodynamics predicted using particle-based

simulation methods [117]. In particular, the transitional regime data was generated for the ADEPT SR-1

geometry at altitudes from 115 to 75 km, that is, from Kn = 2.23 to Kn = 0.0023. Based on preliminary

simulations, the ADEPT SR-1 model was assumed to behave as a rigid heatshield, without any mid-gore or

rib deformation. The Direct Simulation Monte Carlo solvers MAP and DAC were used for the lower and

higher density conditions in the aforementioned altitude range [117]. Large axial and normal coefficient

values, CA ≈ 2.4 for 0◦ angle of attack at 105 km altitude, were observed at non-continuum conditions, but

no details on the flow structure or surface properties were presented for this flow regime.

A higher altitude sounding rocket test, SR-2, is being considered to reach altitudes of 500 km,

which would result in ADEPT SR-2 experiencing hypersonic flight conditions for a short duration [115].

Additionally, the Pterodactyl Project is analyzing various ADEPT configurations to study the efficacy of

guidance and control architectures for DEVs, including axisymmetric configurations and flap-based control

systems [118, 119].

(a) SR-1 Mechanical systems [115]. (b) SR-1 reentry vehicle [33].

Figure 1.23: Overview of the nano-ADEPT SR-1 reentry vehicle.

Other relevant work includes the development of the DEployable, Self-regulating, CENTrifugally-

stiffened decelerator (DESCENT) concept and its possible applications to CubeSat-sized vehicles [31, 120,

121]. The core design concept of DESCENT lies in the application of inertia forces for the deployment of

a thin flexible heat shield. The shape of the shell generates an axial aerodynamic roll-torque that causes
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autorotation during descent and produces a centrifugal force that stiffens and flattens the shell [31]. In

Figure 1.24, two conceptual designs of DESCENT entry vehicles are presented. Initial studies focused

on CubeSat-sized applications of DESCENT, demonstrating the capability of the system to reach near full

deployment in hypersonic and supersonic flight regimes during LEO reentry [31]. A low-speed free-fall

drop test from a height of 100 m was performed to verify key aspects of the simulation. According to the

authors, Design 2 of DESCENT is found to enable a miniaturized vehicle to survive entry even when flipped

over, thus eliminating the requirement for attitude control and providing a potential entry vehicle solution for

miniaturized swarm-probes [121].

(a) Design 1 (b) Design 2

Figure 1.24: Conceptual designs of DESCENT entry vehicles [121]. (a) Design 1 uses a deployable first stage to
minimise the stowed diameter. (b) Design 2 lacks the first stage and replaces it with a larger nose cone.

Lastly, the Self-DePloyable FLexible AeroSHell for de-Orbiting and Space Re-entry (SPLASH), a

mechanically deployed aeroshell for the controlled reentry and safe recovery of CubeSats, is being developed

by Italian and Brazilian researchers [122]. Unlike other mechanically deployed heat shields, such as the

ADEPT 3U or ADEPT 12U aeroshell concepts, one of the key objectives of SPLASH is to integrate the

entire morphing concept within a standard 12U CubeSat deployer, as shown in Figure 1.25a. The proposed

concept is an umbrella-like system consisting of structural ribs and struts that are covered by a flexible thermal

protection system (TPS). The preliminary geometry in deployed configuration consists of a sphere-cone

angle of approximately 60 degrees and a base diameter of 0.8 m, as shown in Figure 1.25b. The project

is still in its early stages, with future work involving the evaluation of thermal and aerodynamic loads and

the assessment of aeroelastic stability. Once a full aerostructural analysis and numerical validation of the

small-scale model is achieved, a demonstrator of a SPLASH morphing aeroshell will be fabricated at CIRA

for functional testing.

(a) Stowed configuration. (b) Aeroshell components.

Figure 1.25: SPLASH CubeSat IAD vehicle schematics in stowed and deployed configurations.
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1.4 Project objectives

As explored in section 1.1, IAD technology has the potential to have a profound impact on the future

framework of space activities, as it has the capability to expand and improve multiple aspects of spacecraft

reentry. Furthermore, as demonstrated in section 1.3, there are several instances of IAD project applications

to nanosatellite missions, with a substantial body of recent research that reflects growing interest in this field.

There is a wide variety of IAD concepts being explored and many shield geometry configurations have been

proposed. However, few aerothermodynamic analyzes on IAD technology for CubeSat reentry and recovery

have been carried out, especially in regards to the rarefied flow regime.

The main objective of this project is to assess the impact of various forebody IAD geometries on the

flowfield structure and surface properties during the initial stages of reentry, where spacecrafts are exposed

to a significant degree of flow rarefaction. By doing so, this work aims to further extend the understanding

of the flowfield around CubeSat-based IADs and help elucidate their optimum design requirements. In

particular, numerical simulations are carried out on three distinct IAD configurations coupled with a 1U

CubeSat during the upper stages of atmospheric reentry. The geometries considered in this study are assumed

to be fully inflated, with a forebody radius of 0.3 m and three different cone angles of 68.8◦, 45◦, and

fully rounded. Reentry of the IAD vehicles coupled with a 1U CubeSat payload was simulated considering

nonreactive flow at 0◦ angle of attack and 105 km of altitude. Due to the high degree of flow rarefaction at

this altitude, the Direct Simulation Monte Carlo method, implemented in the dsmcFoam+ solver, is used for

all computations.

The specific objectives of this thesis are described as follows:

• Validation and verification of dsmcFoam+ for the study of CubeSat-based IADs in rarefied reentry

conditions. For this purpose, two test cases of conditions similar to those employed in the main body

of work of this investigation are used.

• Describe the flowfield structure around CubeSat-sized IADs confronted with hypersonic rarefied reentry

conditions.

• Assess the influence of the IAD geometry on the macroscopic flow properties during reentry. In

particular, the velocity, temperature, density, and pressure fields are carefully investigated and discussed.

• Investigate the effects of the forebody geometry on the surface properties of CubeSat-based IAD

vehicles. To achieve this, the aerothermal coefficients and aerodynamic forces experienced by the three

IAD geometries are thoroughly analyzed.

• Provide a useful resource for engineers and researchers developing IAD technology for CubeSat

Reentry and Recovery.
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1.5 Thesis outline

This chapter has delved into the importance of addressing the nanosatellite revolution to ensure the long-term

sustainability of space affairs. It has provided a comprehensive overview of the major advancements in

modern IAD technology, along with a description of the challenging reentry conditions that IADs may

encounter. A review of previous research on CubeSat-based IADs was presented, from which the project

objectives were laid out.

Chapter 2 focuses on the computational method employed for the simulations conducted in this

thesis, the Direct Simulation Monte Carlo Method. Fundamental concepts of the kinetic theory of gases are

provided to establish a theoretical basis for the explanation of the DSMC method. Then, a detailed description

of the DSMC method is provided, encompassing the algorithms and physical models utilized.

The validation and verification of dsmcFoam+ is presented in Chapter 3. For the validation process,

the results obtained from the dsmcFoam+ solver are directly compared to previous numerical studies. For

the verification process, the main computational parameters for the accuracy of the DSMC method were

tested.

In Chapter 4, the computational results regarding the investigation of inflatable aerodynamic deceler-

ators for CubeSat reentry and recovery are thoroughly discussed. An analysis of the influence of the IAD

geometry on the macroscopic flow properties during reentry is carried out. Then, the effects of the forebody

geometry on the surface properties and aerodynamic forces are investigated.

Lastly, Chapter 5 summarizes the main conclusions derived from this research and highlights potential

future projects.
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2 | Computational method

In the upper stages, atmospheric reentry is characterized by the presence of highly rarefied hypersonic

flows. The flow physics at this region are quite complex with significant thermodynamic non-equilibrium

and high macroscopic gradients in the shock wave and around the spacecraft. Under these conditions,

the Direct Simulation Monte Carlo (DSMC) method has proven essential for the design and analysis of

aerodynamic systems, studying spacecraft reentry systems, and comprehending hypersonic flow phenomena

in the transitional flow regime. This chapter provides a comprehensive introduction to the fundamental

principles of the kinetic theory of gases, which constitute an essential foundation of the DSMC method. The

description of the DSMC method is the primary focus of this chapter and is detailed in section 2.2.

2.1 Fundamentals of kinetic theory

The kinetic theory of gases constitutes a fundamental framework in the study of gas dynamics, as its primary

aim is to relate the microscopic behavior at the molecular level and the corresponding macroscopic properties

observed in gases. Kinetic theory achieves this objective by delving into the dynamics of individual gas

particles and subsequently aggregating their collective attributes to elucidate the macroscopic processes taking

place in the gas flow. At the molecular scale, gas particles engage in two essential processes: translational

motion within the spatial domain and intermolecular collisions with other particles in the gas. Through

a comprehensive investigation of these processes, kinetic theory provides a model that incorporates the

fundamental principles governing the behavior and properties of gases.

2.1.1 The molecular model

The molecular model recognizes the particulate nature of the gas, modeling its structure as a multitude of

discrete molecules. This model aims to describe the behavior of a gas flow by providing detailed information

on the position, velocity, and state of each individual molecule at all times. At this molecular or microscopic

level, the appropriate mathematical model is the Boltzmann equation, which governs the evolution of the

molecular distribution function of the gas particles in the flow. However, the direct application of the

Boltzmann equation presents considerable challenges, as it generally lacks analytical solutions for nontrivial
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problems and poses significant difficulties for conventional numerical methods. Nevertheless, the discrete

structure of the gas at the molecular level enables these difficulties to be circumvented through direct physical

modeling. That is, instead of solving a mathematical governing equation, the discrete nature of the gas is

leveraged to explicitly account for the interactions and dynamics of individual molecules.

In the molecular model, a set of basic quantities is associated with each molecule. These include the

number of molecules per unit volume, as well as the mass, size, velocity, and internal state of each individual

molecule. These quantities play a crucial role in characterizing the molecular behavior in the gas. When

related to the mean free path and collision frequency, these quantities help to establish the distance and time

scales of the effects due to collisional interactions among the molecules.

The mass of a molecule is the sum of the masses of its constituent atoms. The structure of each atom

within a real molecule is composed of a nucleus surrounded by orbiting electrons. The position of a molecule

refers to the location of the center of mass of its constituent atoms, while the velocity of the molecule is the

center-of-mass velocity of those atoms, as shown in Figure 2.1a. This consideration allows for a simplified

representation of the molecule’s motion and enables the analysis of its overall behavior at a macroscopic level.

For diatomic and polyatomic molecules, the atomic motion relative to the center of mass, such as rotation and

vibration, contributes to the internal energy of the particle. These additional degrees of freedom, depicted in

Figure 2.1b and Figure 2.1c, respectively, influence the thermodynamic properties and energy distribution of

these types of molecules.

(a) Transalational energy (b) Rotational energy (c) Vibrational energy

Figure 2.1: Energy modes of a diatomic linear molecule [98].

Molecular size is a quantity that cannot be precisely and uniquely defined. However, its definition

is fundamental for the qualification of the results derived from elementary kinetic theory, as it determines

the nature of intermolecular collisions. In real collisions, particles interact through fields formed by the

electrostatic Coulomb forces acting between the elementary charges of the interacting bodies. In this

fashion, the force fields resulting from these interactions, which statistically can be assumed to be spherically

symmetric, define the collision process between molecules. The general form of the force between two

molecules as a function of the distance between their nuclei is illustrated in Figure 2.2. This figure illustrates

that, at large distances of separation, there is a weak attractive force that brings individual molecules closer
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together; whereas, at small distances of separation, strong repulsive forces push the molecules apart. For

simple gas species, the weak attraction forces are typically negligible, except at very low gas temperatures.

Therefore, in most cases, the modeling of the repulsive part of the potential field becomes the primary focus

of interest.

Figure 2.2: Representative interaction force field for two argon particles [100].

A hard elastic sphere provides a simplified but useful model of a molecule. The hard sphere (HS)

model assumes that each particle can be represented as a rigid sphere with a specific diameter d. According

to this model, two molecules collide if their trajectories are such that the distance between their centers

decreases to their hard sphere diameter, as shown in Figure 2.3. Mathematically, this implies that the force

field between two particles is zero everywhere except when the distance of separation is equal to the diameter

of the molecules. The total collision cross-section (σT) for these molecules is

σT = πd2. (2.1)

It is important to note that the collision cross-section of realistic models is a function of the relative

speed between the molecules and experience has shown that it is important to reproduce this behavior. The

specific form of the force field and the resulting distribution of scattering angles in collisions are comparatively

less important.

For simplicity and clarity, in this chapter, the terms particle and molecule will be used interchangeably

to refer to monatomic, diatomic, or polyatomic molecules. Similarly, the discussion of the kinetic gas theory

will be restricted to a simple gas, that is, a gas consisting of a single chemical species in which all molecules

are assumed to have the same structure.

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 25



2.1. FUNDAMENTALS OF KINETIC THEORY CHAPTER 2. COMPUTATIONAL METHOD

Figure 2.3: Collision between two hard sphere particles of diameter d [91].

2.1.2 The dilute gas

The number density (n) of a gas refers to the number of molecules per unit volume. This quantity depends on

temperature and pressure; however, it remains unaffected by gas composition. Avogadro’s law states that, at a

given temperature and pressure, the volume occupied by one mole of any gas is the same for all gases. Since

the average volume available to a molecule is given by 1/n, the mean molecular spacing (δ) can be defined

as

δ = n−1/3. (2.2)

Thus, the proportion of space occupied by a gas molecule can be calculated as approximately (d/δ)3.

Furthermore, from Equation 2.2, it can be deduced that, at sufficiently low densities, the molecular spacing δ

is significantly larger than the effective molecular diameter d. This condition characterizes a dilute gas, which

can be explicitly defined by the condition

δ ≫ d. (2.3)

One of the key implications of the dilute gas assumption is that collisions are overwhelmingly likely

to be binary collisions involving only one other molecule. In doing so, under the dilute gas assumption, the

effect of three-body collisions can be statistically disregarded, only requiring two-body binary collisions to be

considered. In non-dilute gases, three-body collisions must be accounted for, which significantly complicates

the mathematical analysis.

Moreover, when dealing with dilute gases, the influence of intermolecular interactions on a particle’s

movement is largely negligible, as they are outside the range of influence of each other. This assumption

allows for the decoupling of a molecule’s movement from the effects of intermolecular collisions within

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 26



2.1. FUNDAMENTALS OF KINETIC THEORY CHAPTER 2. COMPUTATIONAL METHOD

time scales smaller than the mean collision time. The mean collision time (τc) is the mean time between the

successive collisions suffered by any particular molecule. The reciprocal of this quantity is the mean collision

rate or collision frequency (ν) per molecule. For a dilute simple gas, the collision frequency can be defined

as

ν = n σTcr, (2.4)

where cr is the relative velocity between the colliding particles. Thus, the total number of collisions

(Nc) per unit time per unit volume can be calculated as

Nc =
1
2

n ν =
1
2

n2σTcr. (2.5)

Under these conditions, the mean free path (λ) can be defined as the mean thermal speed (c′) of the

molecule divided by the collision frequency, that is,

λ =
c′

ν
=

c′

nσT cr
(2.6)

2.1.3 Macroscopic properties

To develop relationships between particle behavior and macroscopic gas flow quantities, some simple results

based on a collection of particles are derived. As mentioned previously, each particle i can be assumed to

have: a mass (mi), a hard-sphere diameter (di), a position ri = (r1, r2, r3)i and a velocity ci = (c1, c2, c3)i.

The following paragraphs present simple relations for some of the most fundamental macroscopic gas flow

properties, namely density, pressure, temperature, and velocity.

The first of the macroscopic properties to be discussed is the density (ρ). Consider a small volume

(V) containing a total of N particles. The number density per unit volume can be calculated as

n =
∑N

i=1 1
V
, (2.7)

Thus, the corresponding mass density can be determined by

ρ =

∑N
i=1 mi

V
. (2.8)

This is defined as the mass per unit volume of the gas and is therefore equal to the product of the

number of molecules per unit volume and the mass of an individual molecule, i.e.
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ρ = nm. (2.9)

The mass of an individual molecule can be calculated by diving the molecular weight (Mw) of the gas

by Avogadro’s constant (N̂), 6.022 × 1023. This result can also be derived by considering the flux vector of a

quantity Q across a small gas element, that is,

nQc. (2.10)

When the quantity Q in Equation 2.10 is set equal to the mass of an individual molecule, the transport

of mass across the element is obtained.

nmc = ρc. (2.11)

The thermal speed (c′) describes the velocity of a molecule relative to the stream velocity of the

flow. When describing a gas element from a frame of reference moving with the local stream velocity,

Equation 2.10 can be expressed as

nQc′. (2.12)

When setting the quantity Q equal to the momentum vector mc, a nine-component Cartesian tensor is

obtained describing the pressure due to thermal motion,

p = nmc′c′ = ρc′c′. (2.13)

The individual terms of Equation 2.13 can be compactly described using Einstein’s notation,

pi, j = ρc′ic
′
j, (2.14)

where the subscripts i and j range from one to three, describing each of the velocity components

in three dimensional space. The scalar pressure p is usually defined as the average of the three normal

components of the pressure tensor, that is,

p =
1
3
ρ
(
c′21 + c′22 + c′23

)
=

1
3

c′2i . (2.15)
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The specific average kinetic energy associated with the thermal translational motion of a molecule

can be defined as

etr =
1
2

c′2, (2.16)

Thus, by relating Equation 2.15 and Equation 2.16, the translational energy can be expressed as

etr =
3
2

p
ρ
. (2.17)

Furthermore, from the ideal gas equation of state,

p = ρRT = nkbT, (2.18)

the translational temperature (Ttr) can be related to the translational energy such that

RTtr =
2
3

etr. (2.19)

The universal gas constant (R) and the Boltzmann constant (kb) are directly related through the

molecular mass, so that kb = mR. Therefore, by incorporating Equation 2.16, the translational temperature

can be expressed as

Ttr =
1
3

m
kb

c′2. (2.20)

In gases composed of monatomic molecules, particles have no internal structure and the translational

energy constitutes the only mode of energy of the gas. On the other hand, diatomic and polyatomic molecules

also possess internal energy associated with the rotational and vibrational energy modes. The corresponding

internal temperature (Tint) can be defined based on the specific internal energy (eint), so that

1
2
ζRTint = eint, (2.21)

where ζ is the number of internal degrees of freedom. For nonequilibrium gases, an overall kinetic

temperature (Tov) may be defined as the weighted average of the translational and internal energies, that

is,

Tov =
3Ttr + ζTint

3 + ζ
, (2.22)
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which is equivalent to the thermodynamic temperature for gases in equilibrium, where the translational

and internal temperatures are the same.

2.1.4 Molecular collisions

Collisions provide the physical mechanism that pushes a gas toward equilibrium, while an insufficient number

of collisions leads to nonequilibrium. As mentioned previously, in dilute gases, intermolecular collisions

are mainly binary collisions involving two molecules. In this subsection, the binary elastic collision of two

molecules of class c is analyzed. An elastic collision is defined as one in which there is no energy exchange

between the translational and internal energy modes. Thus, in an elastic collision, the total linear momentum

and kinetic energy of the colliding particles must be conserved. The pre-collision and post-collision velocities

of particles in a binary collision may be denoted by c and c∗, respectively. Thus, the conservation of

momentum and energy in a binary elastic collision can be expressed as

m1c1 + m2c2 = m1c∗1 + m2c∗2 = (m1 + m2) cm, (2.23)

and

m1c2
1 + m2c2

2 = m1c∗21 + m2c∗22 , (2.24)

where the subscripts 1 and 2 identify the properties of each individual molecule, m is the mass of

the corresponding molecule and cm is the velocity of the center of mass of the pair of colliding molecules.

The relative velocity between the colliding molecules before the collision, cr = c1 − c2, can be used in

combination with Equation 2.23 to give

c1 = cm +
m2

m1 + m2
cr,

c2 = cm −
m1

m1 + m2
cr.

(2.25)

Similarly, using the relative velocity between the colliding molecules after the collision, c∗r = c∗1 − c∗2,

from Equation 2.23 it can be derived that

c∗1 = cm +
m2

m1 + m2
c∗r ,

c∗2 = cm −
m1

m1 + m2
c∗r .

(2.26)
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Equation 2.23 shows that the velocity of the center of mass is not affected by the collision. Similarly,

Equation 2.25 and Equation 2.26 show that the pre- and post-collision velocities are antiparallel in the center

of mass frame of reference. Furthermore, from these two equations, it can be shown that

m1c2
1 + m2c2

2 = (m1 + m2) c2
m + mrc2

r

m1c∗21 + m2c∗22 = (m1 + m2) c2
m + mrc∗2r ,

(2.27)

where mr is the reduced mass of the system, defined as

mr =
m1m2

m1 + m2
. (2.28)

From Equation 2.27 and Equation 2.24 it is easy to deduce that the magnitude of the relative velocity

remains unchanged after the collision, that is, c∗r = cr.

If F is the force between two spherically symmetric point center of force molecules and r1 and r2 are

their position vectors, the equations of motion of the molecules are

m1 r̈1 = F,

m2 r̈2 = F.
(2.29)

From this description, it can be shown that the motion of the molecule of mass m1 relative to the

molecule of mass m2 is equivalent to the motion of a molecule of mass mr relative to a fixed center of force,

that is,

m1m2 (r̈1 − r̈2) = (m1 + m2) F,

mr (r̈1 − r̈2) = F.
(2.30)

The analyses carried out in this subsection are summarized in Figure 2.4, where the transformation to

and from the different frames of references employed is visually represented.

(a) Laboratory frame of reference (b) Mass frame of reference (c) Fixed center of force reference

Figure 2.4: Frames of reference for the analysis of binary collisions [91].

Figure 2.4 also shows that, due to the conservation of angular mometum, the projected distance (b)
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between post-collision and pre-collision velocities is the same. The symmetry about the apse line allows for

the definition of the inverse collision to the one just analyzed, that is, from molecules of class c∗ to molecules

of class c.

From this description of binary elastic collisions, it can also be noted that both cm and cr can be

defined based on the pre-collision velocities. Therefore, the complete determination of the post-collision

velocities reduces to the calculation of the change in direction χ of the relative velocity vector.

Apart from the translational velocities of the two collision partners, two impact parameters are required

to fully specify a binary elastic collision between spherically symmetric molecules. The first is the distance

of closest approach (b) of the undisturbed trajectories in the center of mass frame of reference. The second

impact parameter is chosen as the angle ϵ between the collision plane and some reference plane. As shown in

Figure 2.5, the plane in which the trajectories lie in the center of mass frame is called the collision plane, and

the line of intersection of the collision and reference plane is parallel to cr. The differential cross-section

(σdΩ) for the collision specified by the impact parameters b and ϵ is defined by

σdΩ = b db dϵ, (2.31)

where dΩ is the unit solid angle about the vector c∗r . From Figure 2.5 it can be deduced that

dΩ = sin χdχdϵ and σ = (b/ sin χ)|db/dχ|. Thus, the total collision cross-section can be defined by

σT =

∫ 4π

0
σdΩ = 2π

∫ π

0
σ sin χdχ (2.32)

Figure 2.5: Impact parameters schematic [91].

For hard sphere molecules, σ is independent of χ and the scattering is isotropic in the center of mass

frame of reference; that is, all directions are equally likely for c∗r .
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2.1.5 Velocity distribution function

A gas flow would be completely described by the position, velocity, and internal state of every molecule

at a particular instant. However, the number of molecules in a real gas, even in a dilute gas, is so large

that such a description is unfeasible. Instead, a statistical description in terms of probability distributions

must be employed. When considering a sample of homogeneous gas containing N identical molecules,

the three-dimensional physical space where particles move is defined by the Cartesian axes r1, r2 and r3.

Analogously, the velocity space is defined by the velocity components in Cartesian coordinates c1, c2 and c3.

As shown in Figure 2.6, each molecule can be represented in this space by the point defined by its velocity

vector. For a gas molecule of velocity c, the velocity distribution function f (c) is defined by

dN = N f (c)dc, (2.33)

where dN is the number of molecules in the sample with velocity components within the element

c + dc. Since both dN and N refer to the molecules in the same volume of physical space, the fraction of

molecules within the velocity space element dc can be expressed as

dn/n = f dc, (2.34)

where f is used instead of f (c) for brevity. This distribution function is normalized, as its integration

over all velocity space yields unity, that is,

∫ ∞

−∞

f dc = N/N = 1. (2.35)

Figure 2.6: Molecule and element in velocity space [91].
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The macroscopic flow properties are generally functions of position (r) and time (t). A volume

element in physical space may be denoted as dr. Hence, the product drdc describes a volume element in the

phase space, which is the multidimensional space formed by the combination of physical space and velocity

space. Therefore, when used in a context in which f (c) also depends on position and velocity, the single

particle distribution function in phase space can be defined as

dN = n f (c)dc dr, (2.36)

where dN now represents the number of molecules in the phase space element dcdr. Note that the

integration of n f in Eq. 2.36 over the entire phase space yields the total number of molecules in the system N

rather than unity. At any instant, a complete system of N monatomic molecules can be represented by a point

in the 6N dimensional phase space. In an ensemble of such systems, the probability of finding a system in the

volume element dc1dc2 . . . dcN dr1dr2 . . . drN about the phase space point c1, r1, c2, r2, . . . , cN , rN is

F(N) (c1, r1, c2, r2, . . . , cN , rN , t) dc1 dc2 . . . dcNdr1 dr2 . . . drN , (2.37)

thus defining the N particle distribution function F(N), where the subscript denotes the number of the

molecule, from 1 to N. A reduced distribution function F(R) for R of the N molecules is defined by

F(R) (c1, r1, c2, r2, . . . , cR, rR, t) =
∫ ∞

−∞

∫ ∞

−∞

F(N)dcR+1 . . . dcNdrR+1 . . . drN . (2.38)

The single particle distribution function F(1)(c1, r1, t), obtained by setting R = 1, is the probability of

finding molecule number 1 in the phase space element dc1dr1 at time t irrespective of the position of the other

N − 1 molecules. The two particle distribution function F(2)(c1, r1, c2, r2, t) is of particular importance when

considering binary collisions in a dilute gas. In such a gas, the large molecular spacing allows the principle

of molecular chaos to be valid. This principle assumes that the probability of finding a pair of molecules

in a particular two particle configuration is simply the product of the probabilities of finding the individual

molecules in the two corresponding one particle configurations, that is,

F(2) (c1, r1, c2, r2, t) = F(1) (c1, r1, t) F(1) (c2, r2, t) . (2.39)

Although higher-order distribution functions are required for the study of dense gases, the single

particle distribution function provides an adequate description of dilute gases. In general, the dimensions

of the phase space are equal to the least number of scalar variables that are required to specify the position,

velocity, orientation, and internal state of a molecule. Separate distribution functions are required for each

species of a gas mixture.
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2.1.6 The Boltzmann equation

The velocity distribution functions provide a statistical description of gas molecules at the microscopic level.

A relationship between the distribution functions and the variables on which they depend can be established

through the Boltzmann equation. For a simple dilute gas, this equation is

∂

∂t
(n f ) + c ·

∂

∂r
(n f ) + F ·

∂

∂c
(n f ) =

∫ ∞

−∞

∫ 4π

0
n2 (

f ∗ f ∗1 − f f1
)

crσdΩdc1. (2.40)

Each of the terms in Equation 2.40 will be described in this subsection, as they provide valuable

insight on the physical processes that take place within a homogeneous gas. At a particular instant, the

number of molecules in the phase space element dcdr is given by n f dcdr. If the location and shape of the

element are assumed constant, the first term of Equation 2.40 describes the rate of change of the number of

molecules in the element, that is,

∂

∂t
(n f )dcdr, (2.41)

The remaining terms of Equation 2.40 describe the processes that contribute to the change in the

number of molecules within dcdr. These processes are illustrated in Figure 2.7 and will be briefly described

independently.

Figure 2.7: Molecular flux to and from a phase space element dcdr [91].

The second term of Equation 2.40 describes the convection of molecules across the face of dr by the

molecular velocity (c). The molecular velocity c is considered constant within dr, and dc is considered to be

located at the point defined by r. The number density of class c molecules within dr is n f dc. Therefore, the

net inflow of molecules of this class across the surface of dr (S r) can be expressed as
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−

∫
S r

n f c · erdS rdc, (2.42)

where dS r is a differential element of the surface S r and er is the corresponding unit normal vector of

this element. Since n f and c are constant within dr, and using Gauss’ theorem, Equation 2.42 can be written

as

−∇ · (n f c)dr dc. (2.43)

Since only molecules of class c are considered, the velocity c may be taken outside the divergence in

physical space. Therefore, the inflow of molecules of class c across the surface of dr due to the velocity c

is

−c ·
∂(n f )
∂r

dc dr, (2.44)

corresponding to the second term in Equation 2.40. The third term in Equation 2.40 describes the

convection of molecules across the surface of dc as a result of the external force per unit mass F. The effect

of the acceleration F on the molecules in dc is analogous to the effect of the velocity c on the molecules in dr.

Thus, the inflow of molecules across the surface of dc due to the external force F may be defined as

−F ·
∂(n f )
∂c

dc dr. (2.45)

The last term of Equation 2.40 describes the scattering of molecules into and out of the element dcdr

as a result of molecular collisions. In a dilute gas, collisions are assumed to be an instantaneous event in

a fixed location in physical space. Therefore, as shown in Figure 2.7, molecular collision only affect the

velocity space element dc, as the particle remains at the same point in physical space and time. In a binary

collision of class c, c1 → c∗, c∗1, the number of collisions per unit time suffered by a test particle moving with

speed cr among stationary field molecules of class c1 is

n f1crσdΩdc1, (2.46)

where f1 denotes the value of the distribution function f at c1. Since the number of class c molecules

in the phase space element is n f dcdr, the number of class c, c1 → c∗, c∗1 collisions per unit time in the

element is
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n2 f f1crσdΩdc1 dc dr. (2.47)

Similarly, the inverse collision of class c∗, c∗1 → c, c1 for the scattering of molecules into class c in

the phase element dc∗dc yields

n2 f ∗ f ∗1 c∗r (σdΩ)∗ dc∗1 dc∗ dr. (2.48)

Due to c∗r = cr and the symmetry between direct and inverse collisions, Equation 2.48 can be expressed

as

n2 f ∗ f ∗1 crσdΩdc1 dc dr. (2.49)

The rate of increase of molecules of class c in the phase space element dcdr as a result of the combined

effect of direct and inverse collisions of class c, c1 ↔ c∗, c∗1 is obtained by subtracting the loss rate from the

gain rate. Thus, subtracting Equation 2.49 from Equation 2.47 gives

n2 (
f ∗ f ∗1 − f f1

)
crσdΩdc1 dc dr. (2.50)

Term four in Equation 2.40 is obtained by integrating Equation 2.50 over the complete cross-section

and velocity space of class c1. Therefore, the total rate of increase of molecules of class c in the element as a

result of collisions is

∫ ∞

−∞

∫ 4π

0
n2 (

f ∗ f ∗1 − f f1
)

crσdΩdc1 dc dr. (2.51)

The Boltzmann equation for a simple dilute gas, described in Equation 2.3, is obtained by arranging

Equation 2.41, Equation 2.44, Equation 2.45 and Equation 2.51 and dividing the complete equation by dcdr.

The fourth term on the right-hand side of the Boltzmann equation, described in Equation 2.51, is called the

collision term. Its integral form contrasts with the partial differential form of the terms that express the space

and time dependence of the velocity distribution function and is responsible for much of the mathematical

difficulty associated with the Boltzmann equation.

As can be noticed from Equation 2.40, n f is the only dependent variable in the Boltzmann equation.

This is achieved by adding the velocity space coordinates to the list of independent variables. In doing so,

while for a one-dimensional flow in physical space the Boltzmann solution becomes a three-dimensional

problem, for two- and three-dimensional flows the problems become five- or six-dimensional. Then, a time
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dimension needs to be considered if the problem is unsteady. Hence, the analytical solution of the Boltzmann

equation for flows that involve complex geometries or large disturbances becomes unfeasible.

2.1.7 Equilibrium and the Maxwell distribution

A gas that is completely isolated from any outside influence may be regarded in equilibrium state if it remains

undisturbed for a time that is sufficiently long in comparison with the mean collision time exhibited by

molecules. If the number of molecules in the volume is sufficiently large, a gas in equilibrium has no gradients

in the macroscopic properties with either distance or time, as statistical fluctuations at the microscopic

level may be neglected. If the macroscopic gradients in a gas flow are sufficiently small and the collision

rate is sufficiently high, the velocity distribution of each element of the gas adjusts to the equilibrium state

appropriate to the local macroscopic properties as it moves through the gas. Each of these elements may be

regarded as being in local thermodynamic equilibrium, with no variation in the velocity distribution function

in time or space. Since the velocity distribution function remains constant in this finite region, the left-hand

side of Equation 2.40 must be zero. Thus, the right-hand side of Equation 2.40, the collision term, must also

be zero. This requirement yields the principle of detailed balance, described by

f ∗ f ∗1 − f f1 = 0 (2.52)

This general principle found in all systems governed by finite-rate processes states that at equilibrium

the rate of change in the number of molecules in the element dcdr of class c is equal to the rate of change of

molecules into class c∗, that is,

c, c1 → c∗, c∗1 ≡ c, c1 ← c∗, c∗1 (2.53)

The principle of detailed balance, Equation 2.52 may also be written as

ln f + ln f1 = ln f ∗ + ln f ∗1 . (2.54)

Thus, there is a certain function, ln f , whose sum for the two particles in a collision does not change

as a result of the collision, that is, a summational invariant. A general form solution to Equation 2.54 can

be adopted on the basis of the linear combination of other collisional invariant molecule properties; such as

mass, momentum and kinetic energy. Specifically,

ln f = A1/2mc2 + B · mc +C, (2.55)
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where A, B and C are constants. Equation 2.55 may be expressed in terms of the thermal velocity (c′)

and stream velocity (c0) as

ln f = A
1
2

mc′2 + m (Ac0 + B) · c′ + A
1
2

mc2
0 + B · mc0 +C. (2.56)

Due to the isotropic nature of a gas in equilibrium, the coefficient of c′ must be zero. Hence, it can be

shown that B = −Ac0 and, therefore, Equation 2.56 may be written as

f = exp
(

1
2

Amc2 −
1
2

Amc2
0 +C

)
. (2.57)

The introduction of a new constant β, such that β = 1
2 Am, gives

f = exp
(
C + β2c2

0

)
exp

(
−β2c2

)
, (2.58)

and the normalization condition, described in Equation 2.35, allows the elimination of the constant C

so that

exp
(
C + β2c2

0

)
= β3/π3/2. (2.59)

Therefore, the equilibrium or Maxwellian distribution function f0 is

f0 =
(
β3/π3/2

)
exp

(
−β2c2

)
, (2.60)

and the constant β may be related to the temperature of the gas such that

β2 = (2RT )−1 = m/(2kbT ). (2.61)

Further details on the Maxwellian distribution function and its more relevant measurements, as well

as representative plots, are widely described in the available technical literature [91, 100, 123, 124].

As mentioned in section 1.2, the continuum approach is valid only for flows in which the departure

from the equilibrium Maxwellian distribution is small. At higher altitudes, the deviation of the velocity

distribution function of the freestream particles from the equilibrium distribution becomes significant. Fur-

thermore, high gradients and small length scales, such as those within the strong shock layers associated with

hypersonic flight, can further deviate the molecular velocity distribution function from equilibrium. Thus, the

investigation of the complex physical phenomena in flows of this kind requires explicit consideration of the

molecular nature of the gas.
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2.2 Direct Simulation Monte Carlo

The Direct Simulation Monte Carlo (DSMC) method is a numerical technique that leverages principles of

molecular dynamics to simulate complex gas flows. This approach is particularly suited for the simulation

of rarefied gases, especially in the transitional flow regime. As detailed in section 1.2, this flow regime is

characterized by a significant degree of flow rarefaction and important non-equilibrium phenomena, where

conventional continuum numerical methods fail to provide accurate solutions. The governing equation for this

flow regime is the Boltzmann equation. The DSMC method emulates the physics of the Boltzmann equation

[123], as it is based on the same principles of classical kinetic theory and physical hypotheses underlying the

derivation of this governing equation. In DSMC, this is achieved by simulating the motion and collisions

of a large number of representative gas molecules, which in turn replicate the behavior of the real gas. In

doing so, the DSMC method provides an indirect solution to the Boltzmann equation while avoiding the

mathematical difficulties associated with the collision term. Furthermore, the stochastic particle nature of the

DSMC method allows for easy integration of models for advanced physics that often cannot be formulated

within the Boltzmann equation.

In the DSMC method, the properties of computer particles that compose the simulated flow are the

same as those of real molecules; that is, position coordinates, velocity components, and internal state. The

state of each simulated particle is stored and modified with time as particles move, collide and interact with

surfaces and boundaries in the simulated physical space. All DSMC simulations are unsteady in nature, but

steady state may be attained as the large-time state of unsteady flow, just as it occurs for real gases. In this

sense, the time parameter in the simulation may be identified with the physical time in the real flow.

The DSMC method is subject to the same assumptions as the Boltzmann equation, in particular,

the requirement of molecular chaos and a dilute gas. The dilute gas assumption implies three essential

approximations in DSMC simulations:

• Molecular motion and intermolecular collisions can be decoupled over small time intervals on the order

of the local mean collision time. Hence, simulated DSMC molecules can move in straight lines for a

fraction of their mean collision time without any loss in accuracy.

• The impact parameters and initial orientations of colliding molecules can be assumed random, as there

is no inherit bias in these parameters and they do not need to be deterministically simulated.

• Based on statistical arguments, only a small fraction needs to be simulated to obtain an accurate

molecular description of the flow. Thus, the number of molecules can be reduced to a manageable level

by regarding each simulated molecule as representing a fixed number FN of real molecules.

An example of this last approximation is shown in Figure 2.8, where a range of molecular velocities

of real molecules of a non–Maxwellian gas are represented by a reduced number of DSMC particles.
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Figure 2.8: Schematic of a range of molecular velocities of a non–Maxwellian distribution represented by a reduced
number of DSMC particles [100].

DSMC simulations require the discretization of physical space into a computational grid. Each cell

provides a convenient reference for the sampling of the flow macroscopic properties and for the selection of

potential collision pairs. In this fashion, if the volume shown in Figure 2.8 is regarded as a computational

cell, the highlighted DSMC particles in Figure 2.8 represent an allowable collision pair despite their velocity

vectors pointing away from each other. This is to be expected since each simulated particle represents a

large number of identical real molecules of the same velocity sweeping through the volume, whose precise

positions are spread throughout the volume.

To promote near-neighbor particle collisions and improve the accuracy of the method, the computa-

tional cells can be subdivided into an arbitrary number of sub-cells for the selection of collision pairs. As

the number of possible collision pairs is a function of the number of particles in the cells, it is necessary

to determine the optimum number of particles in each cell so that statistical accuracy can be achieved at a

feasible computational cost [125, 126]. The same principle of computational efficiency applies to the size of

the computational grid and the simulation time step [127]; since the accuracy of the DSMC method improves

as these parameters are refined, but at the cost of a higher computational expenditure. Moreover, it has been

demonstrated that, for a monatomic simple gas, the DSMC method provides a solution to the Boltzmann

equation as the number of simulated particles approaches infinity and the time step and cell sizes approach

zero [128].

2.2.1 Main DSMC algorithm

The basic DSMC algorithm uses an explicit time-stepping scheme in order to move particles in time and space

within the computational domain. Figure 2.9 describes the basic algorithm that all DSMC solvers follow.

First, after initializing the computational domain and boundary conditions, the mesh cells are populated with
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Figure 2.9: Flow chart of the basic DSMC time-integration scheme [95].

particles in thermodynamic equilibrium based on the freestream conditions. The flow develops from this

initial state with time in a physically realistic manner, rather than by iterating from an initial approximation to

the flow. Then, the individual steps during a single time step iteration are described as follows:

1. Move all particles in straight lines along their molecular velocity vectors for a time step ∆t less than the

local mean collision time. The position of all particles in the system is updated. Boundary conditions

interactions for particles that collide with a surface are calculated. Particles that exit the simulation

domain are removed.

2. The list of particles in each computational cell is updated to prepare for the collision routine.

3. Intermolecular collisions are performed stochastically within each cell.

4. The particle properties that are required to calculate macroscopic values are sampled in each cell.

5. Return to step 1 and repeat the process again for the next time step iteration t + ∆t until the simulation

end-time (tend) has been reached.
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In its mathematical form, the particle movement in the simulated physical domain during a time step

iteration is given by:

r(t + ∆t) = r(t) + c(t)∆t = r(t) + ∆r, (2.62)

where c is the velocity of a particular class of simulated particles and is assumed to be a linear

combination of the thermal velocity and stream velocity. Once the particles have a new defined location, their

indexing is updated by cell location, so that all particles in the cells can be assessed through a cross-reference

list. This is because the collision and sampling routines depend on information about the current occupancy

of each cell. Collisions are then performed in a probabilistic manner, for which several different collision

modeling schemes have been formulated and applied.

2.2.2 The No-Time-Counter algorithm

The No-Time-Counter (NTC) algorithm [129] has proven to be a very accurate and efficient algorithm for

ensuring a collision rate consistent with analytical theory. The probability of collision (Pcoll) between two

simulated molecules over the time interval ∆t in a computational cell of volume VC is

Pcoll =
FNσTcr∆t

VC
, (2.63)

where FN is the ratio of DSMC molecules to real gas molecules. The average number of real molecules

in the cell is nVC and the average number of simulated molecules is N = nVC/FN, where n is the number

density in the real gas.

The complete set of collisions could be calculated using Equation 2.63 to compute the probability of

collision for all N(N −1)/2 possible pairs in the cell. However, this approach is inefficient. Instead, maximum

efficiency is achieved if only a fraction of pairs are included, where the fraction is such that the maximum

probability becomes unity, and the resultant probability is increased in proportion with this fraction. The

fraction is given by

(Pcoll)max = FN (σTcr)max ∆t/VC, (2.64)

and the number of pair selections per time step is obtained by multiplying Equation 2.64 by the

product of the instantaneous and averaged value of the number of particles N in the cell, that is,

Ncoll =
1
2

NNFN (σTcr)max ∆t
VC

. (2.65)
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The collision pairs are then tested using the acceptance–rejection method, where a random number

R f is uniformly chosen in [0, 1] and the collision is accepted if

σTcr

(σTcr)max
> R f . (2.66)

If the collision were to be rejected, a new pair is randomly chosen and the procedure is repeated. The

value of the parameter (σTcr)max should be updated during a binary collision if the product σTcr were to

be greater than the stored value of (σTcr)max. In summary, in the NTC method, Equation 2.65 defines the

number of collision pairs that are selected from the cell at each time step, and the collision is computed when

the condition described in Equation 2.66 is met.

Other collision methods based on the principle of the maximum collision rate per time step include the

Time Counter (TC) [130], Null Collision (NC) [131, 132], and Majorant Collision Frequency (MCF) [133]

schemes. Contrary to the NTC method, these collision algorithms use a time-interval of δti for each captured

collision within a time-step interval of ∆t for the DSMC procedure and the collision process continues until∑
i δti > ∆t [134].

Models based on classic kinetic theory, such as TC and NTC, need around 10–20 particles per

cell and usually suffer from repeated collisions [134]. To address this problem, other methods based on

the definition of a collision probability function for each particle pair, checking all pair combinations for

collision occurrence, were introduced. Particularly, the MCF scheme has the advantage of reproducing the

exact Poisson distribution of collision time as well as the mean collision time with a reduced sample size

[135], since it has been shown to require fewer total particle number and an independence from the particle

number in the cell [136, 137]. Another method based on the definition of collision probability function is the

Simplified Bernoulli Trials (SBT) scheme [138, 139], which has a linear dependency of the computational

cost on the particle number in cells and a higher computational efficiency.

2.2.3 Variable Hard Sphere

As described in subsection 2.1.4, in binary elastic collisions, all directions are equally possible for the

post-collision velocity in a reference frame based on the center of mass. The most widely used DSMC

collision cross-section model for elastic collisions is the Variable Hard Sphere (VHS) model. The VHS

model is based on the Hard Sphere (HS) model, described in subsection 2.1.1, and shares some of the same

principles but incorporates an explicit dependence between the total cross-section and the relative speed of

colliding molecules [140]. The variable diameter employed in the VHS model is defined such that

d = dref

(
(cr)ref

cr

)−ω
, (2.67)
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and, therefore, the collision cross-section diameter can be expressed as

σVHS
T = σref

(
(cr)ref

cr

)−2ω

, (2.68)

where the exponent ω and the reference values dref and cr,ref can be set to better emulate the behavior

of real molecules during intermolecular collisions. Furthermore, it can be shown that the dynamic viscosity

coefficient (µ) and the gas temperature are related by

µ ∝ Tω. (2.69)

Thus, for a gas in equilibrium, the viscosity coefficient can be calculated as

µVHS = µVHS
ref

(
T

Tref

)ω
, (2.70)

where

µVHS
ref =

15
√

2πmrkbTref

2(5 − 2ω)(7 − 2ω)πd2
ref

(2.71)

For VHS molecules, the mean collision rate per molecule in an equilibrium gas can be expressed

as

ν = 4d2
refn

(
πkbTref

m

)1/2 (
T

Tref

)1−ω

, (2.72)

and the equilibrium mean free path may be written as

λ =

(
√

2πd2
refn

(Tref

T

)ω−1/2)−1

. (2.73)

An alternative for Equation 2.73 can be formulated based on the macroscopic flow properties [141]

such that

λ =
2(5 − 2ω)(7 − 2ω)

15

( m
2πkT

)1/2
(
µ

ρ

)
. (2.74)

The values of the reference and molecular parameters for the most common gas species are available

in the related technical literature [91, 100].
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2.2.4 Internal energy exchange

In the case of diatomic or polyatomic molecules, inelastic collisions must be considered to account for the

energy exchange between the translational and internal energy modes. The most common method for the

exchange between energy modes in DSMC simulations is the phenomenological Larsen–Borgnakke model

[142]. In this model, the relaxation rate of internal energy modes is controlled by considering only a fraction

Λ of collisions as inelastic collisions, while the rest of collisions 1 − Λ are considered to be inelastic. The

fraction Λ can be interpreted as the average probability (φ) of energy exchange between a particular mode of

internal energy and the translational energy, i.e., Λ ≡ φ. The relaxation time (τrel) is defined as the time it

takes for a disturbance to the equilibrium state to decay. It depends on the local flow properties and may be

related to the relaxation collision number Z such that

Z =
τrel

τc
. (2.75)

The collision number represents the average number of molecular collisions that are required for a

particular mode to reach equilibrium. In doing so, the average probability φ can be defined as

φ =
1
Z

(2.76)

In the case of rotational relaxation, DSMC simulations usually employ a fixed relaxation collision

number Zrot, and thus a constant relaxation probability φrot. When a collision is to take place, rotational

relaxation is first tested using the acceptance-rejection method, and is accepted if

1
Zrot
> R f , (2.77)

where R f is a random number from a uniform distribution between 0 and 1. If a collision is regarded as

inelastic, the particle is assigned a new rotational energy following the conservation of energy principle. The

total collision energy (Ecoll) is reassigned between the translational and internal modes by sampling from the

equilibrium distributions of these modes that are appropriate for this total energy. The acceptance-rejection

method is used to define the post-collision translational energy (E∗tr) and post-collision internal energy (E∗int),

while decreasing the total translational energy accordingly. The post-collision relative speed (c∗r ) in the

center-of-mass frame of reference can be calculated as

c∗r = 2

√
E∗tr
mr
, (2.78)

and a new direction for this speed may be chosen at random.

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 46



2.2. DIRECT SIMULATION MONTE CARLO CHAPTER 2. COMPUTATIONAL METHOD

In contrast to the rotational energy mode, the vibrational energy levels are widely spaced and vibration

can rarely be regarded as being fully excited. Thus, the Larsen-Borgnakke method can be applied to the

vibrational modes through a quantum approach that assigns a discrete vibrational level to each molecule.

For vibrational energy transfer, this model contains an implicit temperature Tcoll based on the total collision

energy Ecoll that is being redistributed. This temperature can be written as

Tcoll =
imaxΘvib

7
2 − ω

, (2.79)

where Θvib is the characteristic vibrational temperature of the gas specie and ω the temperature

exponent of viscosity. The quantum versions of the Larsen-Borgnakke method restrict the values of the

vibrational energy of a molecule to those that correspond to the discrete quantum levels of an equally spaced

harmonic oscillator. In Equation 2.79, imax is the maximum quantum level available to the particles and can

be defined as

imax =

⌊
Ecoll

kbΘvib

⌋
, (2.80)

where the operation ⌊. . .⌋ denotes truncation. Equation 2.79 can be used to calculate the vibrational

collision number (Zvib) such that

Zvib =

(
Θd

Tcoll

)ω [
Zref

(
Θd

Tref

)−ω]
exp

 3

√
Θd

Tcoll
− 1

 /  3

√
Θd

Tref
− 1

 , (2.81)

where Θd is the characteristic dissociation temperature and Zref is the vibrational collision number

at a reference temperature and Tref , which is usually set to the characteristic vibrational temperature [143].

In DSMC simulations, vibrational relaxation is tested before rotational and translational energy exchanges.

The vibrational collision number Zvib is used in combination with the acceptance-rejection method to test for

vibrational energy exchange, which is accepted if

1
Zvib
> R f , (2.82)

where R f is a random number between 0 and 1. The post-collision vibrational quantum level i∗

is chosen uniformly between 0 and the maximum possible level i∗max and is then accepted through an

acceptance-rejection based on the probability ratio

P
Pmax

=

(
1 −

i∗kbΘvib

Ec

)3/2−ωpq

(2.83)
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where ωpq is the average viscosity exponent of the collision pair p and q. If accepted, the total energy

of the colliding pair is reduced accordingly before proceeding to the rotational and translational energy

exchange procedure.

An alternative physical based method called energy sink was used [144, 145, 146] as an alternative to

the phenomenological Larsen-Borgnakke method. However, it was not widely adopted for internal energy

exchange modeling since it didn’t satisfy the principle of detailed balance and led to distortions of the

equilibrium distribution function [101].

The most widely used chemistry model for DSMC simulations of rarefied hypersonic reacting

flows is the Total Collision Energy (TCE) Model [91]. However, the restrictions phenomenological TCE

model prompted the development of the Quantum-Kinetic (QK) [147] physical model for dissociation

and recombination reactions. The QK chemistry model links chemical reaction and cross sections to the

energy exchange process and the probability of transition between vibrational energy states, avoiding the

requirement of experimental data. Chemical reactions and molecule dissociation are outside the scope of

this investigation, but further information on DSMC chemical models can be found in the available technical

literature [91, 100, 147, 148].

2.2.5 Gas-surface Interactions

Particles may collide with solid boundaries as they move through the simulated domain, requiring the compu-

tation of the interaction between the colliding particles and the surface. In DSMC simulations, the primary

models employed to handle gas-surface interactions are specular reflection and diffuse reflection.

In the case of specular reflection, shown in Figure 2.10a, the molecular velocity component normal

to the surface is reversed, while the parallel component of the velocity remains unchanged. This model

assumes perfectly elastic collisions with no exchange of momentum. From a physical standpoint, it represents

a perfectly smooth surface and is functionally identical to a plane of symmetry.

In contrast, the diffuse reflection model emulates a rough surface on the microscopic scale, and thus is

more realistic and appropriate for practical applications. In diffuse reflection, the microscopic state of each

molecule after reflection is independent of its previous microscopic state before colliding with the surface, as

the post-interaction velocity is not calculated from the pre-interaction velocity. Instead, the velocities of the

reflected molecules are distributed in accordance with the Maxwellian distribution for molecules in thermal

equilibrium with the local surface temperature. The Maxwellian distribution functions for the perpendicular

( f⊥) and parallel ( f∥) velocity components are

f⊥ =
m

kbTwall
c⊥ exp

(
−mc2

⊥

2kbTwall

)
, (2.84)
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and

f∥ =
√

m
2πkbTwall

exp

 −mc2
∥

2kbTwall

 , (2.85)

respectively. The post-interaction velocity components, perpendicular (c⊥) and parallel (c∥) to the

surface, can be sampled from these distributions so that

c⊥ =

√
−

2kbTwall

m
ln(R f ), (2.86)

and

c∥ =

√
kbTwall

m
R f , (2.87)

where R f is a uniformly distributed random number between 0 and 1. As shown in Figure 2.10b, in

this model particles have equal probability of reflection in any direction. In the case of a moving boundary, the

velocity of the surface could be added directly to Equation 2.86 and Equation 2.87 to obtain the instantaneous

particle velocity.

(a) Specular reflection (b) Diffuse reflection

Figure 2.10: Comparison of specular and diffuse reflected angular distributions [149].
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CHAPTER 3. VALIDATION AND VERIFICATION

3 | Validation and Verification

The DSMC method is the standard tool for the computational simulation of rarefied high-speed flows [95].

However, the DSMC method, and the dsmcFoam+ code in particular, have not been thoroughly tested for

applications involving IAD reentry devices designed for CubeSats or secondary payloads. This chapter

aims to demonstrate the reliability and accuracy of the dsmcFoam+ code, while endorsing its application in

investigations concerning high-speed reentry flow and rarefied flow physics in small-sized IAD vehicles. To

achieve this objective, a Validation and Verification (V&V) process is conducted. The V&V approach adopted

in this study follows the framework proposed by the American Institute of Aeronautics and Astronautics

(AIAA) [150], which provides the following definitions:

• Validation: The process of determining the degree to which a model is an accurate representation of

the real world from the perspective of the intended use of the model.

• Verification: The process of determining whether a model implementation accurately represents the

developer’s conceptual description of the model and the solution to the model.

In this way, the V&V process performed will help to assess the accuracy and resilience of the

dsmcFoam+ code under conditions similar to the simulations of the IAD concept designs under study. Both

the validation and verification processes are based on previous computational work carried out by Moss et al..

Two main test cases were considered:

Case A (Orion): Hypersonic flow over the Orion crew module [151].

Case B (IRVE): Low-density aerodynamics of the IRVE reentry vehicle [152].

For the validation process, in each test case, the results obtained from the dsmcFoam+ solver are

directly compared to the results presented by Moss et al. [151, 152]. Moreover, for the IRVE simulations,

additional continuum-based computational fluid dynamic computations were performed by researchers

from the University of Naples Federico II at the lowest altitude in analysis. For the verification process,

the computational parameters considered to test the accuracy of the DSMC method [91] were: spatial

discretization, time discretization, particle number assessment, and sampling effects.

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 50



3.1. SIMULATION DESCRIPTION CHAPTER 3. VALIDATION AND VERIFICATION

3.1 Simulation description

3.1.1 Case A: Orion hypersonic reentry

The first V&V case to be analyzed is that of non-reacting hypersonic flow over the Orion crew module,

previously investigated by Moss et al. [151]. The capsule geometry is confronted with a flow at 0◦ angle of

attack and in conditions similar to those that could be experienced by the spacecraft during the first stages

of atmospheric reentry. The complete description of the simulated geometry utilized by Moss et al. [151],

including the exact location of relevant points of interest, is presented in Fig. 3.1. The geometry of the Orion

crew module is assumed to be axisymmetric.

Figure 3.1: Orion crew module geometry description, all dimensions in meters. Db: maximum body diameter, Rb:
maximum body radius, Rn: blunt forebody spherical nose, Rs: shoulder radius, Ras: afterbody shoulder radius [151].

The freestream conditions and atmospheric composition at 105 km of altitude are the same as those

used by Moss et al.; and are described in Table 3.1 and Table 3.2, respectively. A constant wall temperature

(Twall) of 760 K is assumed on the surface of the Orion capsule [151]. Based on the maximum body diameter

(Db) and the freestream mean free path (λ∞), the Knudsen number (Kn) is calculated to be 0.0668. Therefore,

the simulation case can be classified as in transitional regime. Taking into account the freestream conditions

shown in Tab. 3.1, the Mach number (Ma) is calculated to be 25.6, well above the Ma > 5 criterion for

identifying possible hypersonic phenomena [98].

The size of the computational domain was defined to be large enough so that there was no interference

of the domain boundaries with the shock wave structure or the development of the flow around the spacecraft.

On this basis, the flow inlet is placed 4 m upstream of the capsule, and the flow outlet was placed 6.5 m

downstream of the stagnation point in front of the capsule. Following the same principle, the extension of the

computational domain is set 4 m from the centerline in the z and y directions. The defined computational

domain is reduced to a quarter-section of its original size, taking advantage of the axisymmetric quality

of the vehicle. The simulation of a quarter-section is favored over fully axisymmetric since the latter may
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Table 3.1: Freestream conditions [151].

Parameter Value Units

Altitude (H) 105 km
Flow speed (U∞) 7600 m/s
Temperature (T∞) 211 K
Pressure (P∞) 0.0145 N/m2

Density (ρ∞) 2.30 × 10−7 kg/m3

Number density (n∞) 4.98 × 1018 m−3

Mean free path (λ∞) 3.36 × 10−1 m

Table 3.2: Atmospheric composition at 105 km of altitude [151].

Gas species n (m−3) X

N2 3.89 × 1018 0.782
O2 7.60 × 1017 0.153
O 3.25 × 1017 0.065

result in an overestimation of macroscopic properties near the stagnation line. Then, it is further reduced by

removing volume from zones further away from the spacecraft. The resulting computational domain and

the different types of boundary conditions used in each domain boundary are shown in Figure 3.2a. Their

denomination can be described as follows: The sides marked (I) represent the flow inlets, where particles

enter the computational domain with the corresponding freestream properties. The flow outlet is marked

as (II), where a vacuum condition is imposed and all particles colliding with this surface are removed from

the computational domain. This condition is appropriate due to the high flow velocity, which makes the

probability that particles move against the flow in this area negligible [91]. Planes marked (III) account for

the reduction of the computational volume to a quarter of its original size, where a specular reflection model

is used for all colliding particles. Finally, the walls of the Orion reentry capsule are marked as (VI), where a

diffusive wall boundary condition with full thermal and momentum accommodation is imposed.

The mesh refinement is calculated so that the cell size is equal or smaller than 1/4 of the freestream

mean free path at 105 km altitude. Cell size was further refined near the surface of the capsule and near the

stagnation line region. Thus, the total number of cells used for the simulation was 9.35 × 105. The largest cell

had a volume of 9.13× 10−4 m3. Calculating the average cell edge as the cubic root of its volume, the average

cell edge is almost 3.5 times smaller than the freestream mean free path. Therefore, the resulting mesh can be

considered in compliance with the good practices established for the method [91]. A representative mesh for

105 km of altitude is shown in Fig. 3.2b. The time step (∆t) is calculated as a fraction of the residence time

(∆tres) of simulated molecules in each cell. The residence time refers to the time a simulated particle spends

in a particular cell and can be defined as

∆tres =
scell

cp
, (3.1)
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(a) Boundary denomination. (b) Computational mesh.

Figure 3.2: Orion capsule simulation setup. (a) Computational domain and boundary denomination. (b) Representative
computational mesh for 105 km.

where the speed of DSMC particles (cp) is calculated as the sum of the freestream flow speed and the

most probable velocity of the particles, that is,

cp = U∞ +

√
2T∞kb

m
. (3.2)

A time step of 2.5× 10−6 is used for the simulation of the Orion crew module, equivalent to 1/3 of the

residence time. This time step is more than 60 times smaller than the τc of 1.6 × 10−4 exhibited by particles

under these conditions. Concerning simulated particles, the number of DSMC particles to be employed in a

given simulation setup can be defined in proportion to the number density of real molecules in the flow, that

is,

Nequiv =
n∞ · (System Volume)

(No. cells) · (Particles per cell)
. (3.3)

For the simulation of the Orion reentry capsule, the mesh is initialized with a total of 1.40 × 107

particles, corresponding to an average of 15 simulated particles for each cell, with an equivalence ratio (Nequiv)

of 1.40 × 1014 real molecules per simulated particle. In addition to being an excellent validation case for

dsmcFoam+, this case and the simulation setup described in this section are used as a reference test case for

the computational verification of the dsmcFoam+ solver in section 3.3.
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3.1.2 Case B: IRVE low-density aerothermodynamics

A second validation and verification case study is carried out based on the numerical investigations by Moss

et al. on the low-density high-speed aerothermodynamics of the IRVE reentry vehicle. Code validation

simulations are performed considering an angle of attack of 0◦ and 5 altitudes of reentry (H), from 110 to 95

km. Continuum CFD simulations of the IRVE vehicle at 95 km of altitude were carried out by researchers

from the University of Naples Federico II to further complement the validation process. The code verification

process was carried out taking into account an altitude of 105 km as the standard test case. A complete

description of the IRVE geometry model used for all V&V simulations is presented in Fig. 3.3 [152, 44]. The

spacecraft geometry is assumed to be axisymmetric.
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Figure 3.3: IRVE profile geometry description, all dimensions in millimeters [152, 44].

The freestream flow properties and the atmospheric composition for each simulated altitude are

presented in Table 3.3 and Table 3.4, respectively. In Table 3.3, the Knudsen number is calculated based on

the maximum cross-section diameter of the IRVE spacecraft. In all IRVE simulations, a wall temperature

(Twall) of 300 K was used [152] and gas-surface interactions were assumed to be diffuse, with full energy

accommodation.

For the DSMC computations, the size of the computational domain is defined large enough so that

its boundaries do not interfere with the shock wave structure. Similarly to the procedure described in

subsection 3.1.1, the full computational domain is reduced to a quarter-section of its original size, taking

advantage of the axisymmetric quality of the geometry of the IRVE spacecraft. As depicted in Fig. 3.4a,

four distinct boundary conditions are used. Surfaces marked (I) represent flow inlets, where particles enter

the computational domain with the corresponding freestream properties; surfaces marked as (II) represent

flow outlets, where colliding particles are deleted from the computational domain; sides marked as (III) are

planes of symmetry, where specular collisions are imposed; and the surface of the spacecraft is marked as
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Table 3.3: Freestream properties, Knudsen number (Kn) and Mach number (Ma) for all simulated altitudes [152].

Parameter H = 110 km H = 105 km H = 100 km H = 95 km Units

U∞ 1075 1122 1159 1205 m/s
T∞ 243 208 196 188 K
P∞ 6.85 × 10−3 1.46 × 10−2 2.99 × 10−2 8.09 × 10−2 N/m2

ρ∞ 9.23 × 10−8 2.36 × 10−7 5.18 × 10−7 1.48 × 10−6 kg/m3

n∞ 2.04 × 1018 5.09 × 1018 1.10 × 1019 3.12 × 1019 m−3

λ∞ 7.88 × 10−1 3.36 × 10−1 1.42 × 10−1 5.79 × 10−2 m
Kn 0.2627 0.1120 0.0473 0.0193 −

Ma 3.3 3.8 4.1 4.4 −

Table 3.4: Number density (n) and molar fraction (X) of gas species for all simulated altitudes [152].

H (km) N2 O2 O

n (m−3) X n (m−3) X n (m−3) X

110 1.573 × 1018 0.770 3.990 × 1018 0.783 8.661 × 1018 0.784
105 2.516 × 1017 0.123 8.054 × 1017 0.158 1.952 × 1018 0.177
100 2.171 × 1017 0.106 2.992 × 1017 0.059 4.281 × 1017 0.039
95 2.171 × 1017 0.106 2.992 × 1017 0.059 4.281 × 1017 0.039

(IV), where a diffuse reflection with full thermal accommodation is specified. The mesh refinement is defined

so that the cell edge size is a fraction of the freestream mean free path of each corresponding altitude. An

example of the computational mesh used for an altitude of H = 110 km is presented in Fig. 3.4b.

In DSMC simulations, the computational requirements become prohibitively expensive as altitude

decreases, due to the higher atmospheric density at lower altitudes. Thus, the computational domain size and

mesh refinement are adjusted accordingly. In Table 3.5, several computational parameters are presented as

functions of the altitude of reentry. The calculation of these parameters follows the same procedure described

in subsection 3.1.1. Figure 3.5 shows the computational mesh employed for the simulation of the IRVE

spacecraft at H = 95 km.

Table 3.5: Volume of the computational domain, number of cells, number of initialised particles (Ninitial), average number
of particles in steady state (Nsteady), time step (∆t) based on simulation altitude

H (km) Vol. (m3) No. cells Ninitial Nsteady ∆t (s)

110 76.643 2.62 × 104 3.93 × 105 4.59 × 105 2.00 × 10−5

105 76.643 2.18 × 105 2.17 × 106 2.56 × 106 1.50 × 10−5

100 47.034 2.46 × 105 2.46 × 106 3.12 × 106 1.25 × 10−5

95 41.724 2.56 × 105 2.56 × 106 3.31 × 106 5.00 × 10−6

CFD simulations are performed using a commercial Navier-Stokes solver, ANSYS-FLUENT, with a

trimmed grid that matches the degree of thickness of the DSMC mesh at the corresponding altitude. Similar

boundary conditions to those employed in the DSMC simulations are used for the CFD computations, with

identical freestream conditions as described in Table 3.3 and Table 3.4. The inlet and external domains are

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 55



3.1. SIMULATION DESCRIPTION CHAPTER 3. VALIDATION AND VERIFICATION

I

IV

III

IIIIII

IIII

M∞ 
M∞ 

(a) Boundary denomination. (b) Computational mesh.

Figure 3.4: IRVE simulation setup. (a) Computational domain and boundary denomination. (b) Representative
computational mesh for H = 110 km.

M
∞
 

Figure 3.5: Computational mesh employed for IRVE simulations at H = 95 km.

modeled as pressure far-fields, enforcing the values of velocity, pressure, and temperature equivalent to those

found at 95 km of altitude. The simulation assumes non-reacting flow, with a constant wall temperature

of 300 K, consistent with the conditions described by Moss et al. [152] and employed in the DSMC

simulations.
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3.2 dsmcFoam+ code validation

3.2.1 Case A: Orion hypersonic reentry

The simulation of the Orion crew module was run until approximately 0.6 seconds of simulation time, or

close to 2.4 × 105 time step iterations. The number of particles in the computational domain stabilized at

2.4 × 107 particles, upon which the problem can be said to have reached the steady state. The time average

of the simulation data was initiated at 0.015 s of simulation time, over 6.0 × 104 time-step iterations after

achieving steady state, ensuring that the number of particles and the average linear kinetic energy of the

system had stabilized.

In Table 3.6, the aerodynamic coefficients calculated with the dsmcFoam+ code are directly compared

to the results presented by Moss et al. [151] for the reentry of the Orion capsule. The moment coefficient

about the center of gravity (Cm,cg) is defined by

Cm,cg =
Mcg

1
2ρ∞U2

∞Aref Lref
, (3.4)

and, for 0◦ angle of attack, the momentum about the center of gravity is calculated as

Mcg = FAycg ≡ FDycg, (3.5)

where ycg is the offset distance from the center line. From this table, it can be observed that the results

match almost perfectly, with a maximum percentage difference of % 1.22 in relation to the momentum in the

center of gravity.

In Figure 3.6, the surface heat transfer coefficient (Ch) along the nondimensional surface length (S/Rn)

of the Orion crew module is presented. In this figure, the results calculated using the dsmcFoam+ code

are compared with the results presented by Wilmoth et al. [153]. Wilmoth et al. [153] performed DSMC

simulations of reacting flow over the Orion crew module employing the DS2V and DAC codes based on

the work by Moss et al. [151]. In general, good agreement is found between the dsmcFoam+ results and

the results presented by Wilmoth et al.. The slight offset in these results can be attributed to the effects of

chemical reactions in the flow, where nonreactive models are known to slightly overestimate the strength and

intensity of the shock wave [91, 98]. However, at 105 km of altitude, the effects of chemical reactions and the

dissociation of molecules are not significant enough to cause a large deviation between the results obtained

from reactive or nonreactive models.
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Table 3.6: Relevant aerodynamic coefficients for the reentry of the Orion capsule at H = 105 km and AoA = 0◦. [151].

Coeff. dsmcFoam+ DS3V % Diff.

CD 1.696 1.709 0.76
Cm,cg −0.081 −0.082 1.22
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Figure 3.6: Surface heat transfer coefficient (Ch) comparison along Orion’s dimensionless surface length (S/Rn) [151].
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3.2.2 Case B: IRVE low-density aerothermodynamics

All DSMC simulations were run for over 1 second of simulation time, and the time averaging of the

corresponding data fields was started once steady state had been reached. In Figure 3.7 the flow temperature

and streamlines obtained from dsmcFoam+ at 110 km of altitude are compared to the results calculated

by Moss et al. using the DS3V code [152]. Similarly, in Figure 3.8, the temperature field and streamlines

calculated with dsmcfoam+ at an altitude of 95 km are visually compared with the results presented by Moss

et al. using DS3V [152] and the results obtained from the CFD simulations.

Figure 3.7: Computed temperature field and streamlines at H = 110 km. Top half: Results calculated with dsmcFoam+.
Bottom half: Results presented by Moss et al. [152].

According to Fig. 3.7, H = 110 km, the formation of a diffuse shock wave is observed upstream of

the IRVE geometry. The shock wave structure and the streamline paths are almost identical between the

computed results by the dsmcFoam+ and DS3V codes. The region behind the thermal protection shield is
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(a) (b)

Figure 3.8: Computed temperature field and streamlines at H = 95 km. (a) Top: dsmcFoam+. Bottom: DS3V. (b) Top:
dsmcFoam+. Bottom: ANSYS-FLUENT.

characterized by low particle velocity and the streamlines show the initial formation of a flow recirculation

zone. This recirculation region is clearly formed for the 95 km altitude case, as shown in Fig. 3.8a and

Fig. 3.8b. In addition, a good agreement can be distinguished between the temperature contour levels obtained

by the dsmcFoam+ and those computed by DS3V and the continuum-based CFD solver, respectively. At 95

km altitude, a noticeable decrease in the shock wave thickness is observed along with a significant increase in

the peak temperature.

Fig. 3.9 shows the heat transfer coefficient (Ch) for H = 95 km over the nondimensional vertical

length of the spacecraft front surface (y/Rn). In this figure, a good agreement is observed between the

dsmcFoam+ and the Langley Aerothermodynamic Upwind Relaxation Algorithm (LAURA) results. The

LAURA code is a computational fluid dynamics simulation code based on the continuum Navier-Stokes

equations developed by NASA [154, 152]. LAURA and ANSYS-FLUENT are capable of accounting for

small degrees of non-equilibirum phenomena, such as temperature and velocity jumps. In this fashion,
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Fig. 3.8b and Fig. 3.9 demonstrate a good agreement between discrete particle-based solvers, such as

dsmcFoam+, and continuum-based solvers, such as ANSYS-FLUENT or LAURA.
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Figure 3.9: Heat transfer coefficient (Ch) over the nondimensional vertical length (y/Rn) for H = 95 km [152]. The
surface coordinates (1) and (2) are specified in Figure 3.3.

Table 3.7 presents the drag coefficient (CD) and stagnation point heat rate (q0) obtained by the

dsmcFoam+ and DS3V codes [152] from 110 to 95 km altitude. Once again, good agreement is observed

between the results obtained by both codes, with a maximum percentage difference of 1.474% and 5.235 %

for CD and q0, respectively.

Table 3.7: Drag coefficient (CD) and stagnation point heat rate (q0) comparison for all simulated altitudes using
dsmcFoam+ and DS3V [152].

H (km) dsmcFoam+ DS3V

CD q0 (W/cm2) CD % Diff. q0 (W/cm2) % Diff.

110 1.856 0.0039 1.884 1.474 % 0.0041 5.000 %
105 1.644 0.0093 1.647 0.192 % 0.0098 5.235 %
100 1.544 0.0174 1.543 0.054 % 0.0179 2.833 %
95 1.493 0.0392 1.485 0.551 % 0.0402 2.519 %

Finally, Table 3.8 shows the drag coefficient (CD), stagnation point heat rate (q0), and stagnation

point heat pressure (p0) obtained from the dsmcFoam+, LAURA, and ANSYS-FLUENT computations for

the 95 km altitude case. From this table, a good agreement is observed between dsmcFoam+ and both

continuum solvers. LAURA presented a difference of 2.167 % compared to 2.969 % difference obtained

from ANSYS-FLUENT simulations. The stagnation point heat rate (q0) and pressure (p0) calculated by

dsmcFoam+ are in good agreement with the results calculated by the LAURA solver. The difference between
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the computed results is small, and the maximum variation was 1.015% and 0.113% for heat rate and pressure

at the stagnation point, respectively. When comparing the results of dsmcFoam+ with those obtained from

ANSYS-FLUENT computations, a difference of 6.9% and 7.6% was found for the heat rate and pressure of

the stagnation point, respectively.

Table 3.8: Drag coefficient (CD), stagnation point heat transfer (q0) and stagnation point pressure (p0) calculated with
dsmcFoam+ compared to the results of the LAURA solver [152] and the CFD simulations for 95 km altitude.

Parameter dsmcFoam+ LAURA CFD

Value % Diff. Value % Diff.

CD 1.493 1.461 2.167 % 1.538 2.969 %
q0 (W/cm2) 0.0392 0.0396 1.015 % 0.042 6.896 %
p0 (Pa) 2.05 2.05 0.113 % 1.90 7.595 %

3.3 dsmcFoam+ code verification

To test the numerical resilience of the dsmcFoam+ code, its sensitivity to four key simulation parameters

was studied. These parameters are; spatial discretization of the computational domain, time discretization,

number of simulated particles and sampling effects.

Both reentry vehicles, Orion and IRVE, are used to carry out the verification process. The standard

simulation parameters of the Orion crew module are described in subsection 3.1.1. These parameters are used

as a standard case from which the key parameters mentioned above were tested. Similarly, the conditions and

parameters described in subsection 3.1.2 for the simulation of IRVE at an altitude of H = 105 km are used as

the standard case for this vehicle.

Each simulation parameter under study, for each test case considered, is analyzed through its effect on

the macroscopic flow properties along the stagnation line and on the properties on the corresponding spacecraft

surface. For each parameter and case tested, the macroscopic flow properties profiles over the nondimensional

length of the stagnation line (x/L) considered in the analyses were; the translational temperature ratio

(Ttr/T∞), flow pressure ratio (P/P∞), number density ratio (n/n∞) and flow velocity ratio (Ux/U∞). In

addition, for each parameter and case under analysis, the skin friction coefficient (C f ), heat transfer coefficient

(Ch) and pressure coefficient (Cp) along the nondimensional surface length of the corresponding spacecraft

are used to further investigate the effects of the aforementioned key simulation parameters on the numerical

solution.

3.3.1 Spatial discretization effects

For the Orion test case, three different mesh refinements were analyzed. The standard simulation setup,

described in subsection 3.1.1, has a total of 9.20×105 computational cells. This standard mesh is compared to

a coarser mesh of 4.33×105 cells and a finer mesh consisting of 1.29×106 cells. The average cell edge length
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of the coarser and finer meshes is equivalent to 1/3 and 1/5 of the mean free path, respectively. Similarly, for

the IRVE test case, the effects of spatial discretization on the flow solution are investigated by comparing

the standard mesh, consisting of 2.53 × 105 cells, with finer and coarser grid resolutions of 6.03 × 106 and

1.20× 105 cells, respectively. The standard, fine, and coarse meshes were defined considering an equivalent of

4 times, 6 times, and 3 times the mean free path, respectively. The mean free path ratio to the largest average

cell edge length is 2.9, 3.9 and 5.6 for coarse, standard, and fine meshes.

The effects of spatial discretization on the macroscopic flow properties for the Orion and IRVE test

cases are shown in Figure 3.10 and Figure 3.11, respectively. The effects of this parameter on the surface

properties of each reentry vehicle are shown in Figure 3.12 and Figure 3.13, for the Orion and IRVE test

cases, respectively. Moreover, for both test cases, the aerodynamic forces showed no particular sensitivity to

the changes in mesh refinement. On the basis of these results, for both test cases, the set of meshes tested

shows no relevant discrepancy in the calculated flow and surface properties; thus, grid independence can be

ensured.
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Figure 3.10: Spatial discretization effects on the flow macroscopic properties along the stagnation line nondimensional
length (x/L) of Orion.
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Figure 3.11: Spatial discretization effects on the flow macroscopic properties along the stagnation line nondimensional
length (x/L) of IRVE.
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Figure 3.12: Spatial discretization effects on the aerothermal surface coefficients over Orion’s surface nondimensional
length (x/Rn).
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Figure 3.13: Spatial discretization effects on the aerothermal surface coefficients over the vertical surface
nondimensional length (y/Rn) of IRVE.
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3.3.2 Time discretization effects

The assessment of the code sensibility to changes in the time step size is studied through the analysis of

three different time discretizations. For each spacecraft being analyzed, the corresponding standard time step

value is compared with larger and smaller time steps to observe the effect of this parameter in the numerical

solution. For the Orion test case, the defined standard time step value of 2.5× 10−6 is doubled and lowered by

a factor of 2.5, to 5 × 10−6 s and 1 × 10−6 s, respectively. For the time discretization analysis of the IRVE

reentry vehicle, the standard time step of 1.5 × 10−5 s was doubled to 3.0 × 10−5 s and halved to 7.5 × 10−6 s.

These time steps are equivalent to 2/3, 1/3, and 1/6 of the residence time, respectively.

The effects of time discretization on the macroscopic properties of the flow solution for the Orion and

IRVE test cases are shown in Figure 3.14 and Figure 3.15, respectively. In Figure 3.16 and Figure 3.17, the

aerothermal surface coefficients are compared for each time discretization tested, for the Orion and IRVE cases,

respectively. In all test cases, the behavior of the macroscopic quantities, surface properties and aerodynamic

forces showed that the flow solutions are essentially independent of the time step employed.
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Figure 3.14: Time discretization effects on the flow macroscopic properties along the stagnation line nondimensional
length (x/L) of Orion.
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Figure 3.15: Time discretization effects on the flow macroscopic properties along the stagnation line nondimensional
length (x/L) of IRVE.
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Figure 3.16: Time discretization effects on the aerothermal surface coefficients over Orion’s surface nondimensional
length (x/Rn).
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Figure 3.17: Time discretization effects on the aerothermal surface coefficients over the vertical surface nondimensional
length (y/Rn) of IRVE.
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3.3.3 Particle number assessment

The sensibility of the dsmcFoam+ code to changes in the number of particles employed is assessed by

comparing three different average numbers of particles per cell during initialization. For both test cases,

Orion and IRVE, the standard simulation configuration of 15 particles per cell is compared to a lower and

higher value of 10 and 20 particles per cell. For the Orion test case, in steady state, the total number of

particles is 1.17 × 107, 1.73 × 107, and 2.34 × 107 for 10, 15 and 20 particles per cell, respectively. For

the IRVE test case, the standard simulation configuration, initialized with 15 particles per cell, reached an

average of 3.79 × 106 number of particles in steady state. The other two simulations carried out, of 10 and 20

particles per cell during initialization, exhibited 2.53 × 106 and 5.06 × 106 number of particles in steady state,

respectively.

In Figure 3.18 and Figure 3.19, the influence of the number of particles on the macroscopic flow

properties of Orion and IRVE is shown, respectively. Similarly, the effects of the proportion of simulated

particles to real molecules on the surface properties of each reentry vehicle are shown in Figure 3.20 and

Figure 3.21, for Orion and IRVE, respectively. These results indicate that, under the tested conditions, the

computations performed are independent of the ratio of simulated particles to real particles.
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Figure 3.18: Influence of the number of particles on the flow macroscopic properties along the stagnation line
nondimensional length (x/L) of Orion.
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Figure 3.19: Influence of the number of particles on the flow macroscopic properties along the stagnation line
nondimensional length (x/L) of IRVE.
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Figure 3.20: Influence of the number of particles on the aerothermal surface coefficients over Orion’s surface
nondimensional length (x/Rn).
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Figure 3.21: Influence of the number of particles on the aerothermal surface coefficients over the vertical surface
nondimensional length (y/Rn) of IRVE.
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3.3.4 Sampling effects

Finally, the effect of the number of sampling steps on the statistical scattering of the numerical solution is

assessed. For the Orion test case, the standard simulation configuration was run for 0.6 seconds, or 2.4 × 105

time steps. Additional simulations were run until 0.3 and 0.9 seconds of simulation time, equivalent to

1.2 × 105 and 3.6 × 105 time steps, respectively. In all Orion simulations, the time averaging of the flow

properties was started after 6.0 × 104 time steps, after steady state was achieved. For the IRVE test case, the

standard case was run for 1 second of simulation time, or 6.6× 104 time steps. Two more cases were run until

0.5 and 1.5 seconds of simulation time were reached, which are equivalent to 3.3×104 and 1.0×105 time step

iterations, respectively. For all IRVE simulations, sampling averaging was started after 1.0 × 104 time steps,

that is, once steady state was achieved. The effects of the number of sampling steps on the macroscopic flow

properties along the stagnation line of Orion and IRVE are shown in Figure 3.22 and Figure 3.23, respectively.

The effects of this simulation parameter on the aerothermal properties of the surface of each vehicle are

shown in Figure 3.24 and Figure 3.25, for the Orion and IRVE test cases, respectively. These results show

good agreement between all simulation configurations. Therefore, the number of samples of the standard

cases is considered to be sufficient to make the statistical fluctuations negligible.
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Figure 3.22: Sampling effects on the flow macroscopic properties along the stagnation line nondimensional length (x/L)
of Orion.
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Figure 3.23: Sampling effects on the flow macroscopic properties along the stagnation line nondimensional length (x/L)
of IRVE.
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Figure 3.24: Sampling effects on the aerothermal surface coefficients over Orion’s surface nondimensional length (x/Rn).
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Figure 3.25: Sampling effects on the aerothermal surface coefficients over the vertical surface nondimensional length
(y/Rn) of IRVE.
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CHAPTER 4. INFLATABLE AERODYNAMIC DECELERATORS FOR CUBESAT REENTRY

4 | Inflatable Aerodynamic Decelera-

tors for CubeSat Reentry

Inflatable Aerodynamic Decelerator (IAD) technology is posed to become a key technology to address the

challenges of CubeSat reentry and recovery and ensure a sustainable and efficient use of space. These devices

are designed to expand when needed and slow down the spacecraft as it enters the planet’s atmosphere, while

protecting the payload from the harsh conditions of reentry. There are several IAD concepts being explored

and a wide variety of shield geometry configurations have been proposed. However, as detailed in section 1.3,

few aerothermodynamic analyzes have been carried out on CubeSat-sized IAD technology in rarefied reentry

conditions.

The primary objective of this chapter is to assess the impact of various forebody IAD geometries on

the flowfield structure and surface properties during the initial stages of reentry, where IADs are exposed to a

significant degree of atmospheric rarefaction. In doing so, this work aims to further extend the understanding

of the flowfield around CubeSat-based IADs and provide a useful resource for engineers and researchers

developing IAD technology for CubeSat Reentry and Recovery.

This chapter presents the main results obtained from numerical simulations carried out on three

distinct IAD configurations coupled with a 1U CubeSat confronted to nonreactive flow at 0◦ angle of attack

and 105 km of altitude. The Direct Simulation Monte Carlo method is used for all computations to account

for the high degree of flow rarefaction at this altitude. A detailed description of the IAD reentry vehicles and

the simulation parameters employed is provided in section 4.1. The influence of the IAD forebody geometry

on the flowfield structure during reentry is discussed in detail in section 4.2, where the macroscopic velocity,

temperature, density, and pressure fields are carefully investigated and discussed. Subsequently, in section 4.3,

the effects of the forebody geometry on the surface properties and aerodynamic forces experienced by the

IAD geometries are thoroughly analyzed.
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4.1 IAD simulation parameters

Three inflatable aerodynamic decelerator geometries are investigated to be used in the reentry and recovery of

CubeSats. Each of the inflatable protection system under study can be stowed inside a 1U volume when folded.

When fully extended, the geometry of each IAD concept is based on previously analyzed deployable or

non-CubeSat IAD designs [25, 105, 38]. A complete description of each geometry is presented in Figure 4.1.

In the same figure, the geometric parameters and the definition of points of interest along the IAD surface

are shown. All geometries are assumed to be axisymmetric and have a maximum cross-section radius of 0.3

m.
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Figure 4.1: Geometry definition and overall dimensions.

All computations consider nonreactive flow at 0◦ angle of attack. The freestream properties and

atmospheric composition used are described in Table 4.1 and Table 4.2, respectively. The surface temperature

(Twall) is set constant at 1000 K, which is representative of the surface temperature near the stagnation point.

Based on the mean free path of the freestream (λ∞), the corresponding global Knudsen number is calculated

using the nose radius as the characteristic length of each vehicle. Hence, the Knudsen number is 2.8, 4.75

and 0.67 for geometries 1, 2, and 3, respectively. In this scenario, the present investigation is conducted in the

transitional regime, where rarefaction effects must be acounted for.

Similarly to the simulation descriptions provided in section 3.1, for all geometries studied, the size

of the computational domain is such that the shock wave structure does not reach the limits of the domain.

Taking advantage of the axisymmetry of the IAD designs under investigation, only a quarter-section of the

computational domain was required for the computations. Symmetry planes were employed as boundary

conditions on the sides of the computational domain generated by the size reduction. As shown in Figure 4.2a,

four boundary conditions are used during the DSMC computations. The flow inlet, where particles enter
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Table 4.1: Freestream properties [155].

Parameter Value Units

Altitude 105 km
Flow speed (U∞) 7000 m/s
Temperature (T∞) 208.84 K
Pressure (P∞) 0.01448 N/m2

Density (ρ∞) 2.33 × 10−7 kg/m3

Number density (n∞) 5.02 × 1018 m−3

Mean free path (λ∞) 3.36 × 10−1 m

Table 4.2: Atmospheric composition at an altitude of 105 km [155].

Gas species n (m−3) X

N2 3.89 × 1018 0.782
O2 7.60 × 1017 0.153
O 3.25 × 1017 0.065

the computational domain, is imposed on surfaces marked as I. Surface II represents a vacuum boundary

condition, suitable for an outflowing gas, since there are no particles moving upstream at Mach numbers

greater than 3.0 [91]. Surfaces III are defined as symmetry planes, where specular reflection is applied to

colliding particles. Finally, surface IV represents the wall of the IAD coupled with a 1U CubeSat, where

diffuse reflection surfaces with complete thermal accommodation are used as boundary conditions. Figure 4.2b

shows a schematic of the computational mesh employed for the simulations of Geometry 1.

4.2 Macroscopic flowfield structure

The macroscopic flow and surface properties are averaged over the simulation time. Time averaging is

initiated when there are no significant changes in the number of particles and the total kinetic energy in the

computation domain. To ensure a statistically meaningful representation of the flow properties, a minimum of

104 iterations is used in all simulations. Velocity, temperature, mass density, and pressure are measured along

the stagnation streamline and two profiles perpendicular to the shield’s surface. As shown in Fig. 4.3, these

profiles are labeled Profile 1 (P1), Profile 2 (P2) and Profile 3 (P3). Profile P1 is located at the stagnation

point (X0), Profile P2 is located at the midpoint of the frontal surface length (X1), and Profile P3 is located at

the farthest point of the shield shoulder from the center line (X3). Each profile extends from the IAD surface

to the limits of the computational domain. The precise coordinate positions are described in Figure 4.1. In

addition, contours of the aforementioned macroscopic properties are used to describe the flowfield structure

around the IADs and 1U CubeSat payloads. Analogously, contour maps are used to describe the aerothermal

properties on the IAD surfaces. The distribution of each of these properties along the nondimensional length

of each IAD surface is presented.
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(a) Boundary denomination. (b) Computational mesh.

Figure 4.2: (a) Schematic computational domain boundary denomination for geometry 1. (b) Representative
computational mesh for geometry 1 at H = 105 km.
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Figure 4.3: Profile lines definition and reference location.
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4.2.1 Velocity flowfield

The macroscopic properties are computed from local averages of the microscopic properties. Thus, the local

macroscopic velocity vector can be described by the expression

U =
mc
m
=

N∑
i=1

mici

N∑
i=1

mi

, (4.1)

where m and c represent the mass and velocity vector of each individual particle, and N is the total

number of simulated particles within a cell.

Figure 4.4 shows the flow velocity ratio contours and streamlines for each IAD geometry considered

in the present investigation. On the left-hand side of the figure, the entire computational domain is shown,

and, on the right-hand side, a closer view of the flowfield over the spacecraft is presented. According to

Figure 4.4, the freestream particles enter the computational domain at a velocity of 7000 m/s, which gradually

decreases as the flow approaches the spacecraft shield. When the freestream particles strike the IAD surface, a

low-velocity region is formed over the shield surface. As the flow moves over the shield surface and expands

at the IAD shoulder, a low-speed wake region with well-defined streamlines is observed behind the shield.

A general resemblance can be distinguished between the contour level’s shape for blunt geometries, that

is, Geometry 1 and Geometry 3, which have a larger zone of slow-moving flow in front of the shield. In

contrast to this, the flow speed flow around Geometry 2 decreases rapidly closer to its surface, which is

related to the aerodynamic shape of the aeroshell. Furthermore, taking the stagnation line as a reference,

the flow velocity in front of the shield reaches a third of the freestream velocity 0.14 m upstream from the

stagnation point of Geometry 1, 0.06 m for Geometry 2, and 0.16 m for Geometry 3. However, at the shield’s

shoulder edge, the slow-moving flow close to the surface quickly accelerates to values near the freestream

velocity. Hence, following the path described by the streamlines, slow particles near the front of the shield

move along the surface until they reach the IAD shoulder, where the flow expands and particles are able to

recover the freestream velocity. Due to the elongated shape of Geometry 2, the low-speed flow zone extends

further downstream compared to the flow associated with Geometry 1 and Geometry 3. At this altitude, the

streamlines show that the flow behind the shield of Geometry 2 is more erratic, due to the lack of molecular

collisions.

In Fig. 4.5, the flow velocity ratio is presented for the three profiles described in Fig. 4.3. The

pictures on the left side of Fig. 4.5 show the velocity ratio over the complete extension of each profile for all

geometries, whereas the pictures on the right side of Fig. 4.5 focus on the portion closer to the IAD’s surface,

showing a tenth of the profile’s full extension. From this figure, it can be observed that the flow speed is

equal to the freestream velocity near the edges of the domain, corroborating the observations made from
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Fig. 4.4. It can also be seen that, for profiles 1 and 2, the reduction in flow speed starts earlier for geometries

1 and 3 than for Geometry 2. This is related to the bluntness of Geometry 1 and Geometry 3, contrary to

the more aerodynamic shape of Geometry 2. However, this is not the case for profile P3, where the velocity

distribution is very similar for all geometries. Looking at the profile P1, before reaching the stagnation point,

the flow velocity associated with Geometry 2 can be approximately double than that of geometries 1 and

3. This difference gradually reduces until all geometries reach a value of zero at the stagnation point. A

similar behavior can be observed for profile P2, where again the flow velocity associated with Geometry 2

is consistently higher than the other geometries. However, at this location, none of the geometries reached

a velocity value of zero close to the surface. This is because in DSMC simulations the no-slip condition is

not enforced, thus, profile P2 shows that there is velocity slip at the midpoint of each geometry’s surface

length. The same can be observed for profile P3, where all velocity distributions are close together and reach

a non-zero minimum at the shoulder’s farthest away point.

4.2.2 Temperature field

For non-equilibrium gas, the translational temperature (Ttr), rotational temperature (Trot), and vibrational

temperature (Tvib) in each cell in the computational domain are calculated as

Ttr =
1

3kb
mc′2 =

1
3kb

N∑
i=1

mic′2

N
, (4.2)

Trot =
2mεrot

kbζrot
=

2
kbζrot

N∑
i=1

(εrot)i

N
, (4.3)

Tvib =
Θvib

ln
(
1 + kbΘvib

εvib

) = Θvib

ln
(
1 + kbΘvib∑N

i=1(εvib)i

) , (4.4)

where kb represents the Boltzmann constant, c’ is the thermal velocity, ζ the degrees of freedom, εrot

and εvib are the average rotational and vibrational energies per particle calculated within the respective cell

and Θvib the characteristic vibrational temperature.

On the left-hand side of Figure 4.6, the nondimensional translational temperature contours are shown,

and, on the right-hand side of the same figure, an amplified view of the temperature contours close to the

IAD geometries is presented. According to this figure, a high-temperature shock wave is formed upstream

of the IAD coupled to a 1U CubeSat. The shock wave originates from particles that are reflected from the

surface of the spacecraft and collide with incoming freestream particles. In addition, it can be observed that

the IAD geometry has a significant influence on the shock wave structure and peak temperature. Careful
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Figure 4.4: Velocity ratio contours and streamlines around the simulated geometries. Left: Full computational domain.
Right: Closer view of the flowfield near the spacecraft.
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Figure 4.5: Velocity ratio along profiles normal to each geometry’s surface. Left: Full computational domain. Right:
Closer view of the flowfield near the spacecraft.
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observation of the right side of Figure 4.6, shows that the high-temperature region of Geometry 2 is thinner

and closer to the shield’s surface when compared to Geometry 1 and Geometry 3. In this regard, considering

the stagnation line as reference, the high-temperature region is 60 times the freestream temperature, 0.32 m

thick and is located 0.06 m upstream of the shield’s surface for Geometry 1 and Geometry 3. On the other

hand, the high-temperature region associated with Geometry 2 is 0.16 m thick and 0.02 m upstream of the

IAD surface, approximately half of the values observed for Geometries 1 and 3. However, towards the edge

of the shield, there is an increase in the shock wave thickness corresponding to Geometry 2. Geometry 1

presents the maximum temperature contour level with the largest area, while Geometry 2 has the smallest

maximum temperature contour level out of all vehicles. Moreover, the shock wave associated with Geometry

3 is observed to have the thickest maximum temperature contour level area of all geometries studied. The

temperature contour levels in the wake region show that the gas temperature behind the IAD aeroshell is

close to the freestream temperature, increasing to about 40 times the freestream temperature, 8353.6 K, at the

wake’s inner field behind each vehicle. Due to the shape of Geometry 2, the low-temperature region extends

further downstream, which could be used to protect bigger nanosatellites, such as a 3U CubeSat.

In order to further understand the nature of the high-temperature shock wave region, the nondimen-

sional translational temperature profiles for three profiles normal to the IAD surface are shown in Figure 4.7.

From this set of figures, it is observed that the maximum temperature inside the shock wave ranges from

85 to 90 times the freestream temperature, depending on the IAD geometry. Furthermore, Geometry 1 and

Geometry 3 presented similar behavior concerning the translational temperature distribution along the profiles.

Concerning profile P1, stagnation streamline, Figure 4.7 corroborates the contour maps, Figure 4.6, where

it is noticed that Geometry 2 presented the lowest shock wave temperature, its maximum being 85 times

the freestream temperature with its peak temperature closer to the shield’s surface when compared with the

other two geometries. Since the shock wave is closer to the vehicle surface, it is observed that the stagnation

temperature for Geometry 2 is higher when compared to Geometry 1 and then Geometry 3. Profile P2 shows

a similar behavior to profile P1; however, the differences in translational temperature distribution along the

profile are less pronounced between the geometries. Close to the IAD surface, it is observed in profile P2 that

Geometry 2 has a higher gas temperature when compared to the other two geometries. It is observed from

profile P3 that Geometry 2 presented a lower temperature distribution when compared to Geometries 1 and 3.

Due to the cone angle of 45◦, the flow expansion over the IAD Geometry 2 is more intense and promotes a

reduction in the translation temperature profile at this region.

Furthermore, using the methodology employed by Santos et al. [156], the characteristics of the shock

wave structure in a transitional flow regime are specified. All of these parameters are calculated using the

distribution of the temperature field on the stagnation line, as shown in profile P1 in Figure 4.7. In Table 4.3

the maximum temperature inside the shock wave, the distance from the shock wave to the vehicle, and the

thickness of the shock wave are presented. The standoff distance is defined as the distance from the center of

the shock wave to the stagnation point, where the center of the shock wave is defined as the location of the
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maximum temperature inside the shock wave. The thickness of the shock wave is defined as the distance of

the stations corresponding to the mean temperature, that is, the average between the maximum and minimum

temperatures at the center of the shock wave and the stagnation point. According to Table 4.3, similarities on

the maximum temperature, standoff distance, and shock wave thickness can be observed for Geometries 1

and 3. When comparing the computed parameters for Geometries 1 and 3 with those obtained for Geometry

2, it is observed that the difference in peak temperature within the shock wave is approximately 1100 K, the

standoff distance is 0.07 m smaller, and shock wave is 0.1185 m thinner for Geometry 2.

Table 4.3: Defining characteristics of the shock wave structure.

Geometry 1 Geometry 2 Geometry 3

Max temperature (K) 18784.1 17662.2 18770.7
Standoff distance (m) 0.1849 0.1130 0.1893
Thickness (m) 0.3279 0.2094 0.3379

4.2.3 Density field

The macroscopic mass density within the computational cells on the dsmcFoam+ code is calculated as

ρ = nm =
NFN

Vc

N∑
i=1

mi

N
, (4.5)

where n is the local number density, m is the molecular mass, and N and N are the average and total

number of simulated particles within a given cell, respectively. Furthermore, FN represents any number of

real particles and Vc is the computational cell volume.

Figure 4.8 shows the mass density ratio contour map describing the flow around the simulated reentry

vehicles. The same contour levels are used for all geometries, which are defined based on the maximum value

of density ratio among the three vehicles, corresponding to Geometry 3. As can be seen in the pictures on the

left-hand side of Figure 4.8, which show the entirety of the simulated domain, most of the mass density field is

undisturbed by the geometries. However, a notable increase in mass density ratio in the area surrounding each

spacecraft can be observed in the images on the right-hand side of Figure 4.8. Furthermore, the major effects

of each geometry on the flow mass density are limited to the immediate region in front of the shield, where

all geometries reach their corresponding maximum density ratio. Here, Geometry 1 shows values closer to

those observed for Geometry 3, with a maximum density contour level of 30 times the freestream density, the

highest of all geometries under study. On the other hand, Geometry 2 is observed to have a maximum contour

level of approximately 22 times the freestream density, which is the lowest of all and differs from the values

observed for Geometry 1 and Geometry 3 by a significant margin. Due to their blunt format, Geometry 1 and

Geometry 3 cause greater interference in the path of particles, leading to a thicker layer of DSMC particles

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 88



4.2. MACROSCOPIC FLOWFIELD STRUCTURE CHAPTER 4. INFLATABLE AERODYNAMIC DECELERATORS FOR CUBESAT REENTRY

Figure 4.6: Translational temperature ratio contours around the simulated geometries. Left: Full computational domain.
Right: Closer view of the flowfield near the spacecraft.

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 89



4.2. MACROSCOPIC FLOWFIELD STRUCTURE CHAPTER 4. INFLATABLE AERODYNAMIC DECELERATORS FOR CUBESAT REENTRY

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

-1 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1  0

T
em

p
er

a
tu

re
 r

a
ti

o
 (

T
tr

a
/T

∞
)

P1 dimensionless length

Profile 1

Geometry 1
Geometry 2
Geometry 3

 10

 20

 30

 40

 50

 60

 70

 80

 90

-0.1 -0.08 -0.06 -0.04 -0.02  0

T
em

p
er

a
tu

re
 r

a
ti

o
 (

T
tr

a
/T

∞
)

P1 dimensionless length

Profile 1

Geometry 1
Geometry 2
Geometry 3

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

-1 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1  0

T
em

p
er

a
tu

re
 r

a
ti

o
 (

T
tr

a
/T

∞
)

P2 dimensionless length

Profile 2

Geometry 1
Geometry 2
Geometry 3

 10

 20

 30

 40

 50

 60

 70

 80

 90

-0.1 -0.08 -0.06 -0.04 -0.02  0

T
em

p
er

a
tu

re
 r

a
ti

o
 (

T
tr

a
/T

∞
)

P2 dimensionless length

Profile 2

Geometry 1
Geometry 2
Geometry 3

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  10  20  30  40  50  60  70

P
3
 d

im
en

si
o

n
le

ss
 l

en
g

th

Temperature ratio (Ttra/T
∞

)

Profile 3

Geometry 1
Geometry 2
Geometry 3

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  10  20  30  40  50  60  70

P
3
 d

im
en

si
o

n
le

ss
 l

en
g

th

Temperature ratio (Ttra/T
∞

)

Profile 3

Geometry 1
Geometry 2
Geometry 3

Figure 4.7: Translational temperature ratio along profiles normal to each geometry’s surface. Left: Full computational
domain. Right: Closer view of the flowfield near the spacecraft.
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close to the IAD surfaces. The effect that Geometry 2 causes on the density ratio distribution is observed to

extend 0.1 m upstream of the flexible shield. In contrast, the influence of Geometries 1 and 3 in the density

flowfield occurs up 0.2 m upstream of the stagnation point.

The thickness of the high-density layer closer to the surface of the vehicles is also dependent on the

shield’s design. Geometries with a rounded nose and flat frontal surface, such as Geometry 1 and Geometry

2, have a thicker layer of high density over the shield. However, geometries with fully rounded aeroshells,

like Geometry 3, have a thicker layer of high-density flow at the nose center that decreases gradually towards

the edges.

Similarly to subsection 4.2.1 and subsection 4.2.2, Figure 4.9 shows the distribution of the mass

density ratio along the three profiles normal to the IAD surface. The images on the left-hand side of Figure 4.9

provide a description of the mass density distribution over the complete extension of the profiles, i.e., from

the inlet boundary condition to the IAD surface. The right-hand side of Figure 4.9 depicts the high-density

layer formed over the flexible thermal protection system. According to this set of plots, similar behavior

is observed between all profiles and geometries. Geometry 2 presented the lowest density ratio, reaching

a maximum of 20 times the freestream density at the stagnation point (X0) and the surface midpoint (X1).

In contrast, Geometry 1 reaches 26 and 30 times the freestream density at the stagnation point (X0) and

the midpoint of the surface (X1), respectively. Geometry 3 is observed to have a maximum of 33 times the

freestream density at the stagnation point (X0), the highest of all geometries under study, and a maximum of

30 times the atmospheric density at the midpoint of the frontal surface (X1). On the other hand, in profile

P3, is significantly decreased due to the flow expansion near the IAD shoulder. Furthermore, at the edge of

the shoulder, there is little difference in the density ratio distribution between the geometries studied, and a

maximum between 5.6 and 5.8 times the freestream density is observed at the IAD surface.

4.2.4 The pressure flowfield

The pressure determined by the dsmcFoam+ code is obtained using the following expression,

p =
1
3

nmc′2 =
1
3

NFN

Vc

N∑
i=1

mic′2

N
, (4.6)

where n is the local number density, m is the molecular mass, c′ is the thermal velocity, Vc is the computational

cell volume, and N and N are the average and total number of simulated particles within a given cell,

respectively.

The pressure ratio contour levels calculated for each geometry are presented in Figure 4.10. Once

again, the flowfield over the complete simulated domain is displayed on the right-hand side and the pressure

contour close to the IAD coupled with 1U CubeSat is shown on the left-hand side. From Figure 4.10 it can
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Figure 4.8: Mass density ratio contours around the simulated geometries. Left: Full computational domain. Right:
Closer view of the flowfield near the spacecraft.
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Figure 4.9: Mass density ratio along profiles normal to each geometry’s surface. Left: Full computational domain. Right:
Closer view of the flowfield near the spacecraft.
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be observed that the pressure is low at the inlet and increases significantly as the flow moves towards the

flexible aerodynamic decelerator. A high-pressure gradient can be observed in the region in front of each

IAD vehicle, with the maximum pressure adjacent to the shield’s surface. However, the contour maps show

that the high-pressure region upstream of the surface dissipates at the IAD shoulder. The rapid decrease in

pressure is associated with the flow expansion at the IAD shoulder, as particles transform stored energy in the

form of pressure into kinetic energy. This behavior is consistent with the decrease in velocity and density

observed in this region, as discussed in subsection 4.2.1 and subsection 4.2.3, respectively. Furthermore, it is

noticed that Geometry 2 presented a lower pressure ratio compared to Geometry 1 and Geometry 3, that is,

approximately 380 times the freestream pressure. In contrast, Geometry 1 and Geometry 3 show a maximum

pressure ratio of approximately 480 times the freestream pressure.

Finally, Figure 4.11 shows the pressure distribution along three stations normal to the IAD surface.

From this set of plots, it is observed that the pressure ratio is low at the inlet and increases significantly as the

freestream molecules approach the IAD surface. Profiles P1 and P2 exhibit a similar pressure distribution

throughout the complete extension of the profiles. For Geometry 1 and Geometry 3, profile P1, a maximum

pressure of 450 and 500 times the freestream pressure is observed at the stagnation point, respectively.

However, Geometry 2 presented a maximum pressure of 350 times the freestream pressure in the same region.

For profile P2, the pressure ratio at the shield’s midpoint surface of Geometry 2 increases to 400 times the

freestream pressure, whereas Geometries 1 and 3 maintained values in a range between 450 and 500 times

the atmospheric pressure. However, in profile P3, the pressure ratio distribution of the geometries studied is

almost identical, with all geometries reaching maximum values at the shoulder surface (X3) and decreasing

towards the inlet boundary condition. In this profile, the maximum pressure ratio ranged from 200 to 220

times the atmospheric pressure, where Geometry 2 is associated with the lowest pressure field and Geometry

3 with the highest pressure field of all three geometries.
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Figure 4.10: Pressure ratio contours around the simulated geometries. Left: Full computational domain. Right: Closer
view of the flowfield near the spacecraft.
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Figure 4.11: Pressure ratio along profiles normal to each geometry’s surface. Left: Full computational domain. Right:
Closer view of the flowfield near the spacecraft.
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4.3 Surface properties

4.3.1 Surface heat transfer during reentry

The heat transfer coefficient (Ch) is used to characterize the rate of heat transfer between the particles and the

IAD surface. The heat transfer coefficient is defined as

Ch =
qwall

1
2ρ∞U3

∞

, (4.7)

where the net heat flux (qwall) to the surface is calculated by taking into account the energy of incident

and reflected particles,

qwall = qi − qr =
FN

A∆t


N∑

j=1

[
ϕ j

]
i
−

N∑
j=1

[
ϕ j

]
r

 , (4.8)

where FN is the ratio of real molecules represented by a simulated molecule, A is the surface area, ∆t

is the time step, and N is the number of molecules that collide with the surface per unit area per unit time. The

energy of each particle, with mass m and velocity c, is represented as the sum of its translational, rotational,

and vibrational energies,

ϕ j =
1
2

m jc2
j + (erot) j + (evib) j. (4.9)

Figure 4.12 shows the heat transfer coefficient (Ch) contours over the IADs and CubeSat surfaces.

The same contour levels are used for all geometries, where the Ch maximum, obtained for Geometry 2, is

used as the reference value. According to Figure 4.12, significant differences in the heat transfer coefficient

distribution are observed for the proposed IAD configurations. The highest heat transfer region is observed

at the nose of each reentry vehicle; however, the area and intensity of this region vary depending on the

forebody angle of the flexible thermal shield. Aerodynamic geometries, such as Geometry 2, presented a

high heat transfer region at the nose tip with increased values of Ch when compared with those obtained for

Geometry 1 and Geometry 3. At the nose tip, Geometry 1 exhibits a behavior similar to that of Geometry

2, where both geometries have a high heat transfer region restricted to the nose cone at the tip of the shield.

Geometry 3 has the lowest maximum intensity of the three geometries analyzed, but its heat transfer is more

evenly distributed over a larger surface area. Furthermore, over the shield surface, it is clearly observed that

Geometry 1 and Geometry 3 exhibit a similar heat transfer coefficient distribution, i.e., high values at the

nose with well-distributed Ch values over the shield surface. By changing the IAD geometry, it is possible

to choose to distribute or concentrate the heat loads over the IAD surface, and the data obtained in this

investigation may be used to determine the correct material to be employed at the IAD flexible shield and
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structure.

In Figure 4.13, the heat transfer coefficient distribution along the nondimensional length of each IAD

frontal and rear surfaces is shown. The length of the shield surface was normalized considering the total

frontal surface length of each shield independently, defining LS = 0 as the tip of the nose and LS = 1 as the

farthest end from the centerline in the front shoulder (X3) of each geometry, as shown in Figure 4.1.

Figure 4.13 corroborates that Geometry 2 has the highest value of Ch among all geometries studied,

which are found from LS = 0 to 0.03. However, the heat transfer in this geometry reduces significantly on the

outer diameter of the nose cone, from LS = 0.03 to LS = 0.175. From this point to LS = 1.0, the heat transfer

coefficient over the surface is maintained at constant, with lower values when compared with Geometry 1 and

Geometry 3. Furthermore, it is observed that Geometry 3 shows a gradual and slight decrease in heat transfer

over the surface length, whereas Geometry 1 maintains a relatively constant value up to the shield’s shoulder.

Across all geometries under study, heat transfer near the shield’s shoulder (LS = 1) drops to negligible values.

This phenomenon occurs because the flow expands near the shoulder of each shield, which reduces the

amount and energy of particles colliding with the surface. For all geometries in analysis, it is observed that

the heat transfer coefficient drops to insignificant levels behind the shield and over the payload, corroborating

the effectiveness of IADs in reducing thermal loads for the reentry and recovery of CubeSats.

Finally, Table 4.4 shows the heat transfer coefficient of the maximum value (Ch,max) and the total heat

transfer (Q̇s), integrated over the entire surface of each reentry vehicle, including the payload. From this

table, it is observed that Geometry 2 exhibits the most intense thermal loads, as evidenced by its higher values

of Ch,max and Q̇s compared to Geometries 1 and 3. Furthermore, the maximum value of the heat transfer

coefficient of Geometry 2 is 7.5% and 14.4% higher than those computed for Geometry 1 and Geometry 3,

respectively. The total heat transfer to the surface of Geometry 2 is 1.33% and 1.76% higher compared to

Geometry 1 and Geometry 3, respectively. It is worth noting that Geometry 2 has a larger surface area due to

its aerodynamic and elongated shape, which results in a higher total heat transfer, despite having the lowest

Ch values over the IAD surface.

Table 4.4: Maximum heat transfer coefficient (Ch,max) and total heat transfer (Q̇s) computed for each IAD geometry.

Parameter Geometry 1 Geometry 2 Geometry 3

Ch,max 0.90 0.97 0.84
Q̇s (W) 8616 8731 8579
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(a) Geometry 1 heat transfer coefficient (Ch).

(b) Geometry 2 heat transfer coefficient (Ch).

(c) Geometry 3 heat transfer coefficient (Ch).

Figure 4.12: Heat transfer coefficient (Ch) contours over the IADs surfaces.
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Figure 4.13: Heat transfer coefficient (Ch) distribution along the nondimensional length for each IAD surface.

4.3.2 Pressure on the reentry vehicles’ surfaces

The pressure coefficient is defined as the difference between the pressure on the surface of the IAD (pwall)

and the freestream pressure (p∞) normalized by the freestream dynamic pressure,

Cp =
pwall − p∞

1
2ρ∞U2

∞

, (4.10)

where the pressure on the surface pwall is defined as the net momentum flow perpendicular to the

surface as

pwall = pi − pr =
FN

A∆t

N∑
j=1

{[
(mc⊥) j

]
i
−

[
(mc⊥) j

]
r

}
, (4.11)

where c⊥ represents the velocity component of the particle perpendicular to the surface, and the

subscripts i and r indicate the incident and reflected particles, respectively. As mentioned in the previous

section, FN stands for the ratio of real molecules represented by a simulated molecule, A is the surface area,

∆t is the time step, and N is the number of molecules that collide with the surface per unit area per unit

time.

Figure 4.14 shows the pressure coefficient (Cp) contours over the IAD geometries. Similarly to the

heat transfer coefficient analysis, the pressure contour levels are adjusted according to the maximum values

obtained for Geometry 2. From this group of plots, it is noticed that all geometries exhibit a maximum value

of Cp at the shield’s nose, i.e., at the stagnation point. At this region, the particle’s velocity is drastically

reduced due to the IAD surface, resulting in a substantial increase in the normal momentum over the surface
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and a higher pressure coefficient at this zone when compared to the rest of the shield. It is also observed that

Geometry 1 and Geometry 2 exhibit a well-defined maximum contour level for the pressure coefficient, and

that it is distributed in a small region when compared to the cross-section area of the flexible shield. On the

contrary, Geometry 3 presented a maximum Cp contour level that covers a greater proportion of the shield’s

cross-section area, indicating a higher normal momentum in the IAD forebody surface.

Still referring to Figure 4.14, a significant difference in the pressure coefficient distribution over the

IAD geometries surfaces can be noticed. Geometry 2 showed the most drastic reduction in Cp when compared

with Geometry 1 and 3, where an average value of 1.17 is observed at the frontal surface. The pressure

coefficient for Geometry 1 maintained constant values with an average of Cp = 1.75, which is significantly

higher than those observed for Geometry 2. Geometry 3 shows a gradual and smooth reduction on Cp from

the nose to the IAD shoulder. The pressure coefficient obtained for Geometry 3 is lower than those found for

Geometry 1 and higher than those of Geometry 2 at the shield’s shoulder.

Figure 4.15 shows the pressure coefficient distribution over the nondimensional surface length (LS )

for the three geometries considered in the present investigation. In the dimensionless surface length, LS = 0

corresponds to the stagnation point (X0) and LS = 1 corresponds to the IAD shoulder (X3) of the respective

geometry, as shown in Figure 4.1.

According to Figure 4.15, the three geometries under investigation presented Cp = 2 at the stagnation

point, LS = 0. However, there are noticeable differences in the pressure coefficient along the surface of each

geometry. Geometry 1 shows the least variation in pressure along its surface, with the pressure coefficient

dropping from Cp = 2 to Cp ≈ 1.75 between the nose and the shoulder, with an average value of 1.75.

Geometry 2 exhibits a significant decrease in the pressure coefficient from Cp = 2 to Cp = 1.13, from LS = 0

to LS = 0.13, respectively. From LS = 0.13 to LS = 1.0, the pressure coefficient maintained a constant

value of 1.1 with a slight decrease as the particles approaches the IAD shoulder, before the flow expansion at

LS = 1.0. As observed in the plot, the fully rounded forebody structure of Geometry 3 resulted in a gradual

reduction of the pressure coefficient, with an average pressure coefficient value of Cp ≈ 1.69. It is worth

noting that all geometries analyzed presented pressure coefficient drops to values close to zero in the region

between the beginning of the shoulder and the farthest point from the geometric center line of the IAD at

LS = 1. This effect occurs due to the flow expansion over the shoulder of each IAD, which reduces the effect

of molecular collisions with the IAD’s rear surface. In the rear section of the IAD, a significant reduction in

the pressure coefficient at the CubeSat surface is noticed, reaching near zero values at the wake.
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(a) Geometry 1 pressure coefficient (Cp).

(b) Geometry 2 pressure coefficient (Cp).

(c) Geometry 3 pressure coefficient (Cp).

Figure 4.14: Pressure coefficient (Cp) contours over the IADs surfaces.
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Figure 4.15: Pressure coefficient (Cp) distribution along the nondimensional length of each IAD surface.

4.3.3 Skin friction coefficient

The skin friction coefficient (C f ) is obtained by normalizing the shear stress (τwall) on the surface with the

dynamic pressure of the freestream flow, that is,

C f =
τwall

1
2ρ∞U2

∞

, (4.12)

where the shear stress on the surface (τwall) of the spacecraft is calculated by considering the tangential

component (c∥) of the velocity of the incident and reflected particles. Hence, the net tangential momentum

flow can be expressed as

τwall = τi − τr =
FN

A∆t

N∑
j=1

{[
(mc∥) j

]
i
−

[
(mc∥) j

]
r

}
. (4.13)

The diffuse gas-surface interaction model implies that the average tangential momentum of reflected

particles is equal to zero, since there is an equal probability for positive and negative values of tangential

momentum in reflected particles. Thus, the shear stress on the IAD surface can be calculated as

τwall = τi =
FN

A∆t

N∑
j=1

{[
(mc∥) j

]
i

}
. (4.14)

Figure 4.16 shows the skin friction coefficient (C f ) contours over the IADs geometries coupled with

1U CubeSat. All surface contour plots have the same contour levels, which were based on the maximum

skin friction value computed for Geometry 2. From Figure 4.16, it is observed that all geometries have a

Universidad Técnica Federico Santa María, Departamento de Ingeniería Mecánica 103



4.3. SURFACE PROPERTIES CHAPTER 4. INFLATABLE AERODYNAMIC DECELERATORS FOR CUBESAT REENTRY

low skin friction region at the nose region and areas of higher C f values near the shoulder of each IAD

configuration. At 0◦ angle of attack, the low values of the skin friction coefficient at the nose of each geometry

are attributed to the angle between the incident particles and the surface, which results in a lower tangential

velocity component and hence a lower momentum flow in this direction. Conversely, the IAD disturbance in

the flow causes the particles to follow a path parallel to the surface in the forebody region, increasing the

tangential momentum to the flexible aeroshell of each geometry.

Differences in the form factor of the geometries’ forebody change the interaction between the IAD

and incoming freestream. An aerodynamic shape, such as Geometry 2, with a shield angle of 45◦, has a

smaller region of low-speed flow over the shield, and high-speed flow is achieved over most of the flexible

shield up to the shoulder. The increase in the velocity over the surface causes a significant augmentation of

the skin friction coefficient, as can be observed in the C f contours, Geometry 2. On the contrary, Geometry 1,

with a shield angle of 68.821◦, shows significantly lower C f over the IAD surface and maintains a relatively

uniform distribution up to the beginning of the shoulder. In this regard, the blunt shape of Geometry 3 results

in a larger area of low C f at the nose; however, a rapid increase from the IAD nose to the shoulder is noticed.

Similarly to the heat transfer and pressure coefficients, the skin friction coefficient at the shield shoulder

falls to values close to zero, maintaining negligible magnitude on the rear surface of the shield and on the

payload.

The distribution of the skin friction coefficient over the IAD geometries is shown in Figure 4.17. As

described in the subsection 4.3.1 and subsection 4.3.2, LS = 0 corresponds to the nose tip (X0) and LS = 1 to

the farthest point from the centerline on the shield shoulder (X3).

According to Figure 4.17, it is clear to notice the influence of the IAD surface angle on the skin

friction coefficient distribution. The three geometries considered in the present investigation presented very

low C f values at the stagnation point (LS = 0), as a consequence of the particle’s velocity decrease at this

region. As the flow particles move over the IAD, the change on the inflatable aerodynamic decelerator surface

angle causes particles to move faster or slower, towards the geometry shoulder. From LS = 0 to LS = 0.15, it

is observed a steep increase on C f for geometry 1 and 2. After LS = 0.15, the skin friction coefficient remains

constant, with a slight increase as the flow approaches the IAD shoulder. Once the flow expands over the

shoulders regions, C f decreases to almost zero values. Due to its rounded surface, it is clearly noticed that

Geometry 3 presented a linear increase in the skin friction coefficient distribution from the stagnation point to

the IAD shoulder.

From the three IAD geometries considered in the present investigation, Geometry 2 exhibited the

most pronounced increase in skin friction coefficient, reaching a maximum value 0.8 between the nose and

the shoulder. This value is significantly higher than the shear stress experienced by Geometry 1 and Geometry

3 in the same zone. Geometry 1 has an approximate skin friction coefficient of 0.45 in this region, while

Geometry 3 gradually increases within the range of 0.1 < C f < 0.2.
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(a) Geometry 1 skin friction coefficient (C f ).

(b) Geometry 1 skin friction coefficient (C f ).

(c) Geometry 1 skin friction coefficient (C f ).

Figure 4.16: Skin friction coefficient (C f ) contours over the IADs surface.
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Figure 4.17: Skin friction coefficient (C f ) distribution along the nondimensional length over the IAD surfaces.
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4.4 Aerodynamic forces

The aerodynamic forces experienced by each IAD geometry considered in this investigation are presented

in Table 4.5. Due to the axial symmetry of the geometries, the lift and normal forces can be considered

negligible, and the respective coefficients are assumed to be zero (CN = CL = 0). In addition, 0◦ the angle of

attack of implies that the axial force and the drag force acting on the IAD surface are equivalent, CA = CD. In

doing so, the drag coefficient (CD) is calculated as follows:

CD =
FD

1
2ρ∞U2

∞A
, (4.15)

where A corresponds to the cross-sectional area of each IAD.

From Table 4.5, it is observed that Geometry 1 has the highest drag coefficient among all geometries

analyzed. Since Geometry 3 and Geometry 1 generate similar upstream flow disturbance, similar CD

values are found for these geometries. According to the computed data, Geometry 2 is considered the most

aerodynamically efficient geometry and presented the lowest values of drag force and drag coefficient.

The ballistic coefficient (BC) is calculated considering the target mass of a 2U CubeSat, the reference

cross-section area, and the drag coefficient associated with each geometry, as follows:

BC =
m

CD A
. (4.16)

According to Table 4.5, it is observed that Geometry 2 presented the highest BC among the geometries

considered in this investigation. Furthermore, the BC values calculated for Geometry 1 and Geometry 3

shows that these geometries have better mass-to-drag proportion.

Table 4.5: Aerodynamic forces during reentry.

Parameter Geometry 1 Geometry 2 Geometry 3

FD (N) 3.06 2.91 3.02
CD 1.90 1.81 1.87
BC 7.46 7.84 7.55
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5 | Conclusions and future work

In this investigation, the dsmcFoam+ code software was used to assess the effects of three distinct IAD

forebody geometries designed for CubeSat applications on the flow, surface properties, and aerodynamic

forces experienced during reentry. The geometries under study are similar in shape to form factors used in

previous and current IAD projects. The investigation focused on the initial stages of atmospheric reentry,

where the simulation conditions involved high-speed nonreacting flow in the transitional regime.

A validation and verification process was carried out to assess the accuracy and sensibility of the

dsmcFoam+ solver. The validation process was based on previous numerical work by Moss et al. on the

Orion crew module and the IRVE spacecraft. Excellent agreement between the calculated and reference

values is observed for all validation simulations. One of the validation simulations was used as a standard case

from which the key simulation parameters for the accuracy of the DSMC method are deviated. According to

the results of the verification process, the flow solutions calculated can be considered to be independent of

small variations in the different factors tested. These results validate the application of the dsmcFoam+ code

for the atmospheric reentry simulation of blunt and cone geometries under high-speed nonreacting rarefied

conditions.

The main body of work of this research was concerned with the study of three CubeSat based IAD

geometries. All geometries under study have a shield radius of 0.3 m and each is characterized by its

respective aeroshell shape; 68.8◦, 45◦ and fully rounded, respectively. All geometries are simulated at an

altitude of 105 km and under conditions similar to those experienced by these kinds of spacecraft during

upper reentry. The results presented demonstrate that all three geometries are effective in reducing the thermal

and mechanical loads on the CubeSat payload during reentry. However, it was observed that all flowfields

analyzed are highly dependent on the IAD forebody geometry. Blunt geometries were observed to have a

strong diffuse shock wave away from the surface of the shield. On the contrary, aerodynamic shapes are

associated with a less strong shock wave closer to the body of the vehicle, with increased temperature and

lower pressure and density fields. These differences subsided closer to the edges of the main shoulder, in the

flow expansion region, where similar macroscopic quantity magnitudes and flow behavior were observed

between the different geometries being studied. Behind the shield and around the CubeSat, a low temperature,
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low speed flow region is formed, protecting the payload from the harsh reentry conditions. This flow region

is larger in aerodynamic elongated shapes, but these vehicles are associated with a higher gas temperature

near the front surface of the shield. No recirculation zone behind the shield was observed in any of the IAD

concepts under study.

Moreover, IAD forebody geometry was found to have a significant influence on the distribution

and magnitude of the heat and momentum fluxes to the surface. According to the results, the heat transfer

coefficient was observed to be high and concentrated at the IAD nose region. Geometry 2 exhibited the highest

maximum heat transfer coefficient and total heat transfer at the IAD nose when compared with Geometry 1

and 3. However, it was also noticed that Geometry 2 had the lowest heat transfer coefficient over the middle

segment of the flexible heat shield. The data obtained in this investigation indicates that this type of geometry

has higher design requirements at the tip of the spacecraft, but would be more favorable for the flexible

thermal protection material over the IAD. All three geometries were observed to have a maximum pressure

coefficient at the shield nose. However, aerodynamic geometries were found to have lower pressures on the

IAD surface, which could reduce aeroshell deformation and structural design requirements. Each geometry

exhibited a minimum skin friction coefficient in the shield nose region; however, it increases significantly

along the surface depending on the IAD geometry angle. For fully rounded geometries, a smooth increase in

skin friction coefficient was observed. All aerothermal coefficients fall to negligible values in the rear section

of the shield and on the CubeSat surface, further demonstrating the effectiveness of IAD devices in reducing

thermal and mechanical loads on the payload. Finally, Geometry 2 presented the lowest drag coefficient and

the highest ballistic coefficient of the three geometries analyzed. In contrast, Geometry 1 demonstrated the

highest drag coefficient and a better mass-to-drag proportion, implying that blunt geometries have better

deceleration and performance for deorbit applications.

Future work will be dedicated to the analysis of the three geometries at different altitudes of descent

during the reentry process. Future projects also consider investigations assessing the effect of chemical

reactions in the flow for different forebody geometries and altitudes.
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