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ABSTRACT

A probabilistic framework for evaluating the hydraulic performance of complex water

distribution networks is formulated and implemented in this work. Two classes of problems

are addressed: hydraulic reliability assessment, and detection-related problems. On one

hand, a stochastic approach is developed and implemented in order to handle the hydraulic

reliability assessment of large-scale water distribution systems. Hydraulic reliability is a

probabilistic measure of the hydraulic performance of a water distribution system, involv-

ing high-dimensional problems from the probabilistic point of view. The effectiveness of

the approach is evaluated with the study of a real-life water distribution network consisting

of thousands of nodes and pipes. A number of analyses within the proposed framework

are demonstrated, including reliability and sensitivity analysis, uncertainty propagation

and failure analysis. On the other hand, a simulation-based Bayesian model updating

methodology is developed to deal with detection-related problems in complex water utility

networks, such as leakage detection. Detection-related problems are expressed as model

class selection problems, where a number of model classes are defined as potential charac-

terizations of the actual network condition. Revised information based on available data

is then used to select the most probable model class, which is identified as the actual

network condition. Two application examples are studied in order to evaluate the capa-

bilities of the proposed approach. These examples correspond to leakage detection and

connectivity detection problems, involving real-life water distribution networks and syn-

thetic measurement data. Several factors affecting the effectiveness of the approach are

evaluated, including modeling uncertainties, measurement errors and sensors configuration.

In order to set and formulate the proposed approaches, advanced simulation techniques

are properly adapted and integrated with a commercial level hydraulic simulator. Results

demonstrate that the framework provides functional tools that give a valuable insight into

the hydraulic performance of a class of complex utility networks.
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RESUMEN

En este trabajo se formula e implementa un marco probabiĺıstico para la evaluación del

desempeño hidráulico de redes complejas de distribución de agua. Se consideran dos tipos

de problemas en este contexto: evaluación de la confiabilidad hidráulica, y problemas rela-

cionados a detección. Por un lado, se desarrolla e implementa un enfoque estocástico para

llevar a cabo la evaluación de confiabilidad hidráulica de sistemas complejos de distribución

de agua. La confiabilidad hidráulica es una medida probabiĺıstica del nivel de desempeño

hidráulico de un sistema de distribución de agua, que involucra problemas altamente di-

mensionales desde el punto de vista probabiĺıstico. La efectividad del método propuesto

es evaluado mediante el estudio de una red de distribución real con miles de nodos y tu-

beŕıas. Se demuestran varios tipos de análisis posibles en el marco propuesto, incluyendo

propagación de incertidumbre, análisis de confiabilidad y sensibilidad, y análisis de falla.

Por otro lado, se desarrolla una metodoloǵıa de actualización Bayesiana de modelos basada

en simulación para enfrentar problemas relacionados a detección, tales como el localizar

fugas. Este tipo de problemas se formula como un problema de selección de clase de modelo

probabiĺıstico, en donde un cierto número de clases de modelos se definen como potenciales

caracterizaciones de la condición real de la red. La clase más probable se determina en

base a las mediciones disponibles y el conocimiento previo sobre el sistema. Dicha clase

se interpreta como la condición real de la red. Con el fin de demostrar la aplicabilidad del

enfoque propuesto, se formulan y estudian dos ejemplos de aplicación. Estos correspon-

den a los problemas de detección de fugas y detección de conectividad, involucrando redes

reales de distribución de agua y mediciones sintéticas. Se estudia la incidencia de varios

factores en la efectividad de la metodoloǵıa propuesta, incluyendo errores de medición y

modelación, aśı como la configuración de los dispositivos de monitoreo. Con el fin de for-

mular e implementar las metodoloǵıas propuestas, dos técnicas de simulación estocástica

se han adaptado apropiadamente e integrado con un software hidráulico de nivel comer-

cial. Los resultados obtenidos demuestran que el marco probabiĺıstico desarrollado en este

trabajo provee herramientas eficientes y efectivas que permiten un entendimiento valioso

del desempeño hidráulico de redes complejas de distribución de agua.
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GLOSSARY

1. Water distribution network: Engineered system composed of a collection of

sources, pipes and hydraulic control elements (e.g., pumps, valves, regulators, tanks)

delivering to consumers prescribed water quantities at desired pressures and water

qualities.

2. Advanced simulation techniques: Simulation algorithms developed to obtain

probabilistic information of a system based on an efficient sampling scheme, in order

to reduce the computational effort. These methods decouple the sampling process

from the physics-based modeling of the system under consideration.

3. Probability of failure: Probabilistic measure of the plausibility that a given system

is not operating as expected. The probability of failure is related to the reliability of

the system through the following equality: Reliability = 1− Probability of failure.

4. Reliability sensitivity: Variation of the reliability of a system when certain pa-

rameters defining it are disturbed. In a local approach, it involves the computation

of partial derivatives of the reliability with respect to the parameters of interest.

5. Bayesian model updating: General framework to determine the most plausible

values for the parameters of a given mathematical model, based on available mea-

surement data.

6. Probabilistic model class: Mathematical object defined in the Bayesian model up-

dating framework for formulating the problem in a probabilistic setting. It comprises

physical assumptions about the system, parametrization of computational models,

prior knowledge, and a probabilistic characterization of the system response.

7. Computational cost: Time required to complete a certain process in a computer.

8. Post-processing: Use of the samples already generated by a simulation procedure

to obtain new information about a certain system, without the need for solving any

additional computational model.
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Chapter 1

INTRODUCTION

Modern industry and society rely on the correct performance of several critical in-

frastructure systems, such as water distribution networks. These increasingly interwoven,

large-scale and complex hydraulic systems are pivotal engineering assets, dispensing one

of the most essential resources for human life: water. In this context, water utility net-

works work as a backbone of industrial societies, and their performance significantly affects

diverse human behaviour with critical influence [1]. Thus, the development of efficient, re-

liable and robust water distribution networks is an essential task to ensure public welfare

and the progress of modern society [2].

Current real-world systems and their environment are characterized by a rapid growth

in complexity and scale. Moreover, water distribution networks constantly operate un-

der uncertain conditions (e.g. unknown demands) and are prone to uncontrolled external

events (e.g. natural hazards). Then, water utility managers are faced to difficult decision-

making processes regarding the repair, maintenance and enhancement of such hydraulic

systems. These decisions under uncertain conditions have a significant economical and so-

cietal impact. In this regard, there is a current need for developing suitable numerical tools

to quantitatively assess the hydraulic performance of real-life water distribution systems,

taking explicitly into account all the involved uncertainties.

The novel aspect of this thesis is the development and implementation of a framework

based on probability theory that allows the treatment of two relevant classes of problems

in the context of complex water distribution networks: hydraulic reliability assessment,
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Chapter 1. INTRODUCTION 2

and detection-related problems. In the first part of this work, a stochastic approach is

formulated for hydraulic reliability assessment, which is a probabilistic measure of the

hydraulic performance of hydraulic systems. The outstanding feature of this approach, in

comparison with previous contributions, is the ability to handle high-dimensional reliability

problems arising in real-life water utility systems. In the second part of this document,

a simulation-based Bayesian model updating approach is proposed for detection-related

problems directly related to the hydraulic performance of water utility systems. The

approach can handle a variety of detection-related problems in complex water distribution

networks, including identifiable and strictly unidentifiable systems. Both methodologies

involve the use of advanced simulation techniques [3,4], which are properly adapted as tools

to set and formulate the required analyses. The capabilities and generality of the proposed

framework, as well as the type of information that can be obtained, are demonstrated with

three application examples involving real-life water distribution networks.

1.1 Thesis structure

This thesis consists of eight chapters, structured as follows.

� Chapter 1: Description of the general problem under consideration and its rele-

vance. General and specific objectives are also formulated here.

� Chapter 2: Evaluation of the state of the art regarding reliability analysis and

detection-related problems in water distribution networks.

� Chapter 3: Formulation of the stochastic approach proposed for hydraulic reliability

analysis of complex water utility systems.

� Chapter 4: Evaluation and discussion of the results obtained in the hydraulic reli-

ability analysis of a real-life water distribution network.

� Chapter 5: Formulation of the simulation-based Bayesian model updating approach

proposed for detection-related problems in complex water utility systems.

� Chapters 6 and 7: Evaluation and discussion of the results obtained in two appli-

cation examples (leakage detection and connectivity detection, respectively).

� Chapter 8: Discussion of the main conclusions and future research efforts.
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Chapter 1. INTRODUCTION 3

1.2 General objectives

This work develops a probabilistic framework to handle two problems associated with

the hydraulic performance assessment of complex water distribution networks. Thus, the

following two general objectives are formulated:

1. To formulate, implement and evaluate a stochastic simulation approach for hydraulic

reliability assessment of complex water distribution networks.

2. To formulate, implement and evaluate a simulation-based Bayesian model updating

approach for detection-related problems in complex water distribution networks.

1.3 Specific objectives

The following specific objectives have been formulated to achieve the general objectives:

1. To review and evaluate the state of the art regarding reliability analysis and detection-

related problems in water distribution networks.

2. To formulate hydraulic reliability analysis and detection-related problems (empha-

sizing leakage location) in the context of probability theory, adapting advanced sim-

ulation techniques to this end.

3. To implement advanced simulation techniques adapted to the context of water dis-

tribution networks.

4. To model real-life water distribution networks in a commercial-level software, in order

to evaluate the capabilities of the proposed framework.

5. To evaluate the strengths, limitations and further capabilities of the proposed method-

ologies, based on the results obtained from application examples involving real-life

water distribution networks.
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STATE OF THE ART

Two important types of problems associated to the hydraulic performance of real-life

water distribution networks are addressed in this work: (1) hydraulic reliability analysis,

and (2) detection-related problems, with emphasis on leakage location. This chapter dis-

cusses the current state of the art in these subjects, identifying current challenges and

introducing the main ideas to develop the proposed probabilistic framework.

2.1 Reliability assessment of water distribution networks

Water is an essential resource for public welfare and industrial activities. Thus, water

distribution networks must be highly reliable in their operations [5–8]. As already pointed

out, one of the intrinsic characteristics of these systems is that they are subjected to un-

certainty, that is, the magnitude of a number of parameters describing the system is not

completely known in practice. Examples of this situation are chemical characteristics of

inflow water, deterioration level of network components, users requirements, etc. Uncer-

tainties arising in this context can be modeled by means of, for example, fuzzy sets [9] or

probability theory [10]. The last approach is the one considered in this work, where the un-

certainty in the system parameters is characterized by a joint probability density function.

Then, the degree to which a water utility network is able to provide some desired level

of service can be quantitatively assessed during its design and operation. In this regard,

reliability is a suitable probabilistic measure to assess the performance of an engineering

system when uncertain conditions are taken into account. Water distribution systems are

4
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concerned with two classes of reliability measures: mechanical or structural reliability, and

operational reliability.

Mechanical reliability is related to the ability of the distribution system to provide its

function under some mechanical or structural failure, such as pipe breakage, pump failure,

power outage and equipment failure in general. Thus, this type of reliability is associated

with the capacity of the network to continue operating without the need for repairs, modifi-

cations or replacement of components and subcomponents [11]. Network reliability analyses

based on mechanical, structural or operational failure are well established and have been

developed for many fields, such as mechanical, electrical and chemical engineering systems.

The reader is referred to the following representative works for further information [12–16].

Operational reliability quantifies the ability of the system to continuously provide a

prescribed level of service under normal operational conditions. This work is concerned

with the hydraulic reliability assessment of complex water distribution networks, a class of

operational reliability that is directly related to the hydraulic performance of the system.

Specifically, hydraulic reliability is associated to the ocurrence of hydraulic failure, which

takes place when users receive insufficient delivered flow or inadequate pressure head [11].

Such behavior may be due to several reasons, such as deterioration of network hydraulic

capacity, insufficient water inflow, changes in consumer demands or pressure head require-

ments, inadequate maintenance and operation of control elements, etc.

The literature presents several studies developed to assess the hydraulic reliability of

water distribution networks. Traditional simulation approaches, such as Monte Carlo and

Latin Hypercube sampling techniques, have been reported in the past to perform reliabil-

ity and uncertainty propagation analyses [11,17,18]. The combination of surrogate models

with Monte Carlo simulation has also been used to address the reliability analysis of these

systems [19]. Lately, first-order reliability methods in connection with response surface

methodologies have been implemented to address the capacity reliability problem [20,21].

Additional developments in this context can be found in [15, 22–24]. The previous ap-

proaches target small scale water distribution networks, proving to be quite useful in those

systems. Nonetheless, such small scale models are unable to represent real-life water distri-

bution systems, which are characterized by thousands or hundreds of thousands of network

elements.

Real-life water distribution networks are intrinsically defined by their very large size [8].
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This leads to hydraulic models involving hundreds or thousands of nodes and links, highly

intricate topology, and non-trivial interactions between model parameters. As a result, a

high number of uncertain parameters (of the order of thousands or hundreds of thousands)

needs to be considered for an appropriate characterization of the engineering system. Thus,

the study of the reliability, sensitivity and robustness of these highly dimensional systems

becomes extremely complex, where traditional methodologies such as direct integration or

first/second order reliability methods are not appropriate. On the other hand, these sys-

tems must be highly reliable, that is, small failure probabilities need to be assessed (below

10−3). Although standard Monte Carlo simulation techniques can be theoretically applied,

they are unfeasible due to the very large number of hydraulic simulations required to carry

out the failure probability estimation. From the previous challenges, it becomes apparent

that the development of suitable methods and techniques for the reliability assessment of

real-life water distribution systems is needed.

This work proposes an efficient and effective stochastic approach for assessing the hy-

draulic reliability and sensitivity of complex water distribution networks. The formulation

of the approach is based on the following conceptual aspects. First, complex utility net-

works can be understood as structural skeletons of complex dynamical systems. Thus,

advanced simulation techniques [3, 25] can be adapted as a tool to address hydraulic re-

liability problems. Second, a number of accurate and efficient computational tools exists

for performing physics-based analyses of water utility networks [26], which can be inte-

grated with advanced simulation techniques. Finally, current advances of parallelization

techniques allow to implement stochastic simulation methods and hydraulic analyses in

a parallel environment, increasing the computational efficiency for real-life applications.

Figure 2.1 summarises both the challenges of the hydraulic reliability analysis of complex

water distribution networks and the conceptual features that lead to the implementation

of the proposed stochastic framework.

2.2 Detection-related problems in water utility networks

Water utility networks are constantly exposed to unexpected events that can criti-

cally affect their hydraulic performance and, therefore, public welfare. Examples of such

problems include background and burst-related leakage, equipment failure, unauthorized

demand, incorrect connectivity, sabotage, pipe breakage, unacceptable water quality, pump

failure, etc. [13, 15, 27–29] A crucial task is to characterize, based on available data about
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Complex
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relationship

CHALLENGES OF HYDRAULIC RELIABILITY ASSESSMENT
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Highly dimensional
reliability problem

Small failure
probabilities

Availability of accurate
computational tools for

hydraulic analyses

Complex networks as
structural skeletons of

complex dynamical systems

Suitable parallelization
techniques are available

Figure 2.1: Summary of the approach proposed for hydraulic reliability analysis

the behavior of the system, the specific event affecting the performance of the network. In

this work, such problems are called detection-related problems, being leakage detection one

of the major concerns in this context.

Leakage involves water escaping from the pipeline system at a certain location. A

number of factors can lead to the development of this phenomenon in a water distribution

system, such as excessive loads, pipe ageing, poor quality workmanship, insufficient main-

tenance, soil liquefaction, etc. Leaks usually result in service disruption and huge losses

for water utility companies [30]. In fact, the average losses in these systems range between

15% and 35% of their hydraulic inflow [31]. The UK Environment Agency states that

sufficient water to meet the needs of 20 million people is lost through leakage every day

(3 billion liter/day), which shows the global impact of this problem. On the other hand,

the presence of leakage can affect public health due to infiltration of contaminants into

the pipeline system. Moreover, water is an increasingly scarce resource that should not be

wasted. As a consequence, the development of effective techniques and methodologies for

leakage detection is an important task for modern society, considering practical, economi-

cal, environmental and health issues.

The leakage management process involves three main stages: assessment, detection and

control. Leakage assessment is related to the quantification of total water losses in a cer-
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tain network, such as top-down and bottom-up assessment [30,32], while leakage control is

concerned with strategies, policies and operations directed to reduce leakages [33]. Leakage

detection methods, on the other hand, address the issue of locating and characterizing the

leak. The most accurate methodologies in this context are pin-pointing methods, such as

leak noise correlators, gas injection, and pig-mounted acoustic sensing [34–36]. However,

their application is time-demanding and expensive. Then, it is necessary to first identify

and prioritize areas of leakage, a task usually known as leakage location.

The most well-known technique regarding leakage location is step-testing [37], although

it cannot address real-time analyses and undesired phenomena can occur during its ap-

plication, such as backsiphonage or infiltration of ground water into the network. Some

sensor-driven approaches have been developed in order to overcome these issues, such as

acoustic logging, ground motion sensors and ground penetrating radar [38, 39]. These

methodologies have been developed and tested with different levels of effectiveness and

applicability. Another class of techniques is based on the similarity between measurements

and hydraulic models, where the goal is to minimize the differences between predicted

hydraulic responses from computational models and field measurements. Representative

works in this direction are [40–43]. Some of these methodologies include explicit represen-

tations of the unavoidable uncertainties arising in the modeling and monitoring processes

of water distribution systems.

A different group of probability-based techniques that have been used in the context of

leakage detection are Bayesian system identification methodologies [44–47], which have also

been reported in the context of contaminant source detection [48] and network model cali-

bration [49]. These methodologies are based on the Bayesian interpretation of probability

theory, where probability is defined as a measure of the plausibility of a given hypothe-

sis [50]. In this way, such methodologies allow to deal with usual situations in real-life

water distribution networks where a large amount of data is not available. Nonetheless,

it is believed that there is still room for further developments in model-based techniques

with applications to involved water distribution systems.

This work presents a general Bayesian model updating framework for solving detection-

related problems in complex water distribution networks. The approach is based on the

following aspects. First, Bayesian probabilities provide a rational representation of un-

certainties that are inherent to detection processes, e.g. those coming from modeling and

measurement errors [51–53]. Hence, the same theoretical framework can be used to handle
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detection-related problems in complex water distribution networks. Second, advanced sim-

ulation techniques for Bayesian model updating are well developed and tested [4, 54, 55].

These techniques allow to handle a variety of problems including identifiable and strictly

unidentifiable systems, providing valuable information about the interaction of different

model parameters. Thus, based on the interpretation of utility networks as structural

skeletons of complex dynamical systems, simulation methods can be suitably integrated as

general tools for solving detection-related problems. In particular, a multi-level Markov

chain Monte Carlo algorithm is adopted here [4, 54]. Third, as previously pointed out,

available hydraulic simulators can be integrated with advanced simulation techniques to

perform the required physics-based analyses. Finally, different features of the proposed

framework allow the implementation in a parallel environment to enhance its efficiency.

Figure 2.2 summarises both the challenges of detection-related problems in complex water

distribution networks and the conceptual aspects that allow the implementation of the

proposed Bayesian model updating framework to address them.

Complex
input-output
relationship

CHALLENGES OF DETECTION-RELATED PROBLEMS

CONCEPTUAL ASPECTS AND AVAILABLE TOOLS

PROPOSED
BAYESIAN MODEL UPDATING APPROACH

Uncertainties must
be explicitly taken

into account

Potentially ill-posed
problems

Availability of accurate
computational tools for

hydraulic analyses

Bayesian model updating
is well developed and can

be suitably adapted

Advances on
parallelization techniques

Figure 2.2: Summary of the approach proposed for detection-related problems
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Chapter 3

STOCHASTIC APPROACH FOR

RELIABILITY ASSESSMENT

The hydraulic performance of water distribution networks operating under uncertain

conditions must be quantitatively assessed during their design and operation. However,

the very large size and complexity of these systems make the required reliability analysis

a very challenging problem. This chapter formulates the hydraulic reliability problem in a

probabilistic context and introduces a stochastic approach to carry out the required calcula-

tions. The approach can handle complex water distribution networks involving thousands

of nodes and links. Subset simulation is used as a tool for carrying out the reliability

assessment, allowing several additional analyses that include reliability sensitivity and fail-

ure analysis. The approach provides a general means to study and evaluate the hydraulic

performance of water distribution networks operating under uncertain conditions.

3.1 Network hydraulic reliability problem

Consider a water distribution network consisting of a large number of elements, such as

pipes, nodes, pumps, valves, regulation tanks, etc. The corresponding hydraulic model is

parametrized by nθ uncertain parameters comprised in the network state vector θ ∈ Ωθ ⊂
Rnθ . These parameters represent features of the system affecting its hydraulic performance.

Examples of such parameters include roughness coefficients of pipes, nodal demands, pre-

scribed nodal heads, pipe diameters, etc.

10
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The network state vector θ is defined in a probabilistic manner by means of a joint

probability density function p(θ). This function is defined explicitly through a number of

distribution parameters τ , that is, p(θ) = p(θ; τ ). The distribution parameters τ can be,

for example, the first two statistical moments, upper and lower bounds, or other represen-

tative values of θ. The usual case is when the mean values represent nominal values of

the parameters and the standard deviation specifies a degree of variability in the network

parameters, based on available data or engineering judgment.

The uncertainty in the network state parameters θ will affect the behavior of the water

distribution system. In this context, a utility function µ(θ) is introduced to quantitatively

assess the performance level of such system, where higher values of µ(θ) correspond to

better system performance. This function is defined, in general, by means of a complex

input-output relation between the network state parameters θ and some quantity of inter-

est. The input-output relation can be provided by available hydraulic simulation packages,

such as WaterCAD, InfoWater or EPANET [26]. Some examples of quantities of interest

are delivered flow and pressure heads. In this setting, a system failure is defined when

the utility function is below some critical performance level. Thus, the failure domain

F ⊂ Ωθ ⊂ Rnθ is defined as

F = {θ ∈ Ωθ : µ(θ) < µ∗} (3.1.1)

where µ∗ is the critical threshold. For instance, if the utility function corresponds to total

delivered flow in the network, then µ∗ represents the minimum delivered flow required

in the network, and the corresponding failure domain F is the set of all network state

parameters that lead to unacceptable delivered flow in the water distribution system (un-

acceptable level of service).

The hydraulic reliability of the water distribution system (RF ) is defined as the proba-

bility that the network provides an acceptable performance level for a given configuration.

The corresponding network hydraulic reliability problem is formulated in terms of the

probability of failure PF , since RF = 1 − PF . The failure probability is defined by a

multi-dimensional probability integral over the failure domain F as

PF =

∫
F
p(θ)dθ (3.1.2)
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The above expression can also be written in terms of the indicator function IF (θ),

where IF (θ) = 1 if θ ∈ F and IF (θ) = 0 otherwise. Then,

PF =

∫
Ωθ

IF (θ)p(θ)dθ (3.1.3)

Equivalently, the same integral can be written as

PF = Ep(θ)[IF (θ)] (3.1.4)

where Ep(θ)[ · ] is the expectation operator with respect to the distribution p(θ). Note that

the expressions in equations (3.1.2), (3.1.3) and (3.1.4) are similar to the ones involved in

reliability estimation of dynamical systems [3].

It is remarked that the formulation presented in this chapter does not include mechani-

cal or structural failure of system components. The integration of the proposed framework

with these additional reliability considerations, which can provide a measure of overall

system performance, is left for future research efforts.

3.2 Reliability estimation

As introduced in Section 2.1, the computation of the hydraulic reliability of real-life

water distribution networks is a very challenging problem. First, due to the high com-

plexity of this type of hydraulic systems, a very large number of uncertain parameters

is required to properly characterize them (nθ of the order of thousands or hundreds of

thousands). Therefore, the probability integral is high-dimensional. Second, real-life wa-

ter distribution networks involve very complex input-output relations θ → µ(θ) to assess

their performance and, hence, the computational effort required to solve a single hydraulic

model is significant. Finally, current water distribution systems must be highly reliable,

which means that failure is a rare event; in other words, the probability of failure is small

(PF < 10−3).

Based on the previously discussed issues, it becomes clear that traditional techniques

based on Equation (3.1.2), such as numerical integration or standard first and second-

order reliability methods, are not suitable to handle the hydraulic reliability problem.

This favours the use of simulation techniques based on Equation (3.1.4). However, since
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failure is a rare event (PF is small), the use of traditional simulation techniques such as

Monte Carlo simulation is inefficient. Therefore, considering these issues and understanding

that water distribution networks are structural skeletons of complex dynamical systems,

advanced simulation techniques arise as a natural tool to handle the hydraulic reliability

problem.

3.2.1 Advanced simulation techniques

Advanced simulation techniques are numerical tools specially developed to deal with

challenging reliability problems. The main idea of these algorithms is to formulate specially

designed sampling schemes to reduce the number of model realizations, while maintaining

a good quality of the failure probability estimator. Some examples of advanced simu-

lation techniques are line sampling [56, 57], importance sampling [58], auxiliary domain

method [59], horseracing simulation [60], subset simulation [3,8,25] and subset simulation

based on hidden variables [61].

The approach proposed in this chapter considers the implementation of subset simula-

tion as a tool to handle the hydraulic reliability problem. Several works have shown that

this method can be applied efficiently to a wide range of dynamical systems [5, 25, 62, 63].

The simulation method does not make any assumption about the topology of the failure

domain, hence its performance is not affected by the dimensionality of the reliability prob-

lem. Subset simulation is selected for handling the hydraulic reliability problem because it

provides a good balance between efficiency and robustness. Additionally, simulated sam-

ples can be directly used to perform failure analysis [25] and reliability sensitivity can be

estimated as a post-process of the simulation procedure [64,65]. Appendix A provides a de-

tailed description of the method, including a pseudo-code with the actual implementation.

For completeness, the main ideas of the algorithm are discussed here.

3.2.2 Basic ideas of subset simulation

Subset simulation is based on understanding the failure domain F as the intersection of

a sequence of m nested intermediate failure domains, that is, F = Fm ⊂ Fm−1 ⊂ . . . ⊂ F1,

so that F =
⋂m
κ=1 Fκ. Then, the definition of conditional probability gives

PF = P (Fm) = P (F1)×
m∏
κ=1

P (Fκ|Fκ−1) (3.2.1)

In this setting, it is required to compute the unconditional probability P (F1) and the
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conditional probabilities P (Fκ|Fκ−1), κ = 1, . . . ,m. Observe that, although PF can be

small, the previous quantities can be efficiently estimated by direct simulation under an

appropriate choice of m and Fκ. The intermediate failure domains are defined as

Fκ = {θ ∈ Ωθ : µ(θ) < µ∗κ} , κ = 1, . . . ,m (3.2.2)

where µ∗1 > · · · > µ∗m−1 > µ∗m = µ∗ are the intermediate thresholds. The unconditional

samples at the first stage (κ = 1) are generated by direct Monte Carlo simulation, whereas

the modified Metropolis-Hasting algorithm [3, 66, 67] is used to generate the conditional

samples {θκ−1,i : i = 1, . . . , Nκ} , κ = 2, . . . ,m. In the actual implementation, a constant

sample size Ns is considered for all stages, that is N1 = . . . = Nm = Ns.

3.2.3 Failure probability estimation

In the actual implementation of subset simulation, the intermediate thresholds are

adaptively selected from the simulated samples in such a way that the probabilities in Equa-

tion (3.2.1) are equal to a prescribed value p0, which is called the conditional failure prob-

ability. In other words, the algorithm estimates the intermediate thresholds µ1, . . . , µm−1

for pre-specified failure probability levels p0, p
2
0, . . . , p

m−1
0 , respectively. Therefore, all fail-

ure probabilities in Equation (3.2.1) are equal to p0, except P (Fm|Fm−1). The failure

probability is then computed as

PF = pm−1
0

∫
θ∈Ωθ

IF (θ)p(θ|Fm−1)dθ (3.2.3)

or, equivalently,

PF = pm−1
0 Ep(θ|Fm−1) [IF (θ)] (3.2.4)

where Ep(θ|Fm−1)[ · ] is the expectation operator with respect to the conditional distri-

bution p(θ|Fm−1). The expectation Ep(θ|Fm−1) can be estimated with the set of samples

conditional to Fm−1, that is {θm−1,i : i = 1, . . . , Nm}. Therefore

PF ≈ P̂F = pm−1
0

1

Nm

Nm∑
i=1

IF (θm−1,i) (3.2.5)

Note that subset simulation is actually a method to estimate the critical thresholds

associated to pre-established values of failure probability. In other words, the algorithm

provides a full characterization of the hydraulic reliability trend for different levels of ac-

ceptable performance without the need to explicitly define a target failure event. This
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feature allows, for example, to gain an insight into the hydraulic performance of the sys-

tem when different network configurations are taken into account, as demonstrated in

Chapter 4.

3.2.4 Implementation issues

The highest computational cost of the simulation procedure comes from sampling the

indicator function IF (θ), which involves solving a hydraulic model of the water distribution

network. The number of hydraulic simulation runs required during the analysis depends

on the number of simulations needed by the proposed simulation approach. In this con-

text, the numerical implementation of subset simulation can be improved by considering

available parallelization strategies [68, 69]. For instance, the unconditional level (stage 0)

is completely parallelizable. On the other hand, although samples from the same Markov

chain are not parallelizable, different Markov chains in the same stage can be computed

concurrently. Additionally, low-level parallelism can also be considered to accelerate the

individual runs (network solution), improving even more the numerical implementation.

3.3 Reliability sensitivity analysis

From the previous formulation of the hydraulic reliability problem, it is clear that the

probability of failure depends on several factors, among them, the distribution parameters τ

of the probability density function that characterizes the uncertain system parameters θ.

Hence, the failure probability depends on the distribution parameters, i.e. PF = PF (τ ).

Clearly, variations in the value for the distribution parameters will affect the reliability of

the water distribution system.

3.3.1 Sensitivity measure

A traditional sensitivity measure corresponds to the gradient of the quantity of interest.

In this way, the reliability sensitivity is defined as the partial derivative of the failure

probability with respect to distribution parameters τ . Formally, the sensitivity of the

failure probability with respect to distribution parameter τj is given by

∂PF (τ )

∂τj

∣∣∣∣
τ0

=

∫
θ∈Ωθ

IF (θ)
∂p(θ; τ )

∂τj

∣∣∣∣
τ0
dθ (3.3.1)
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where τ 0 is the value of the distribution parameter vector where the partial derivative is

evaluated. Note that, in the above equation, it has been assumed that the integration

domain does not depend on τj and that p(θ; τ ) is differentiable with respect to τj . An

approach for estimating the above quantity as a post-process of subset simulation has been

recently introduced in [64], which is adopted in this work.

A related sensitivity measure is the so-called elasticity coefficient. It is based on the

partial derivative in Equation (3.3.1) and formally defined as

eτj =
∂PF
∂τj

∣∣∣∣
τ0

τ0
j

PF
(3.3.2)

where τ0
j is assumed to be non-zero. Observe that this quantity is dimensionless, which

makes it a more objective sensitivity measure when considering parameters that are diverse

in dimension [10]. This feature allows to rank the importance of the distribution parameters

on the system reliability. The usefulness of this sensitivity measure is demonstrated in

Chapter 4.

3.3.2 Sensitivity estimation

One single run of subset simulation allows to obtain reliability sensitivity estimates by

post-processing the simulation results [64, 65]. In other words, the sensitivity estimation

does not require to solve any additional hydraulic model. In this context, the partial deriva-

tive of the failure probability with respect to distribution parameter τj can be estimated

using simulated samples as

∂PF (τ )

∂τj

∣∣∣∣
τ0

≈ pm−1
0

1

Nm

Nm∑
i=1

IF
(
θ0
m−1,i

) ∂p
∂τj

(θ0
m−1,i; τ

0)

p(θ0
m−1,i; τ

0)
(3.3.3)

where {θ0
m−1,i, i = 1, . . . , Nm} is the set of samples generated at the last stage of subset

simulation under probability density function p(θ; τ 0). Appendix B presents a more de-

tailed description of the approach, including the derivation of Equation (3.3.3) and explicit

expressions for some common distributions.

Note that, since the reliability sensitivity estimation is based on subset simulation,

a single run of the algorithm provides estimates of the reliability sensitivity for different

thresholds. In other words, the approach provides a full characterization of the reliability

sensitivity trend with respect to different threshold levels, giving a valuable insight about

the effect of distribution parameters on the hydraulic performance of the system. Clearly,

the same type of information is obtained for the elasticity of the distribution parameters.
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Chapter 4

APPLICATION 1: RELIABILITY

ANALYSIS OF A REAL SYSTEM

This chapter describes the hydraulic reliability assessment of a real-life, large-scale wa-

ter distribution system using the approach presented in Chapter 3. The generality of the

proposed framework is demonstrated with a number of analyses, including uncertainty

propagation, reliability and reliability sensitivity assessment, robustness analysis with re-

spect to local demand changes, and evaluation of the effect of pipe redundancy on the

reliability of the system. Finally, the extension of the analyses to quasi-dynamic condi-

tions (extended period simulation) is demonstrated and discussed. The results show that

the stochastic framework can effectively and efficiently handle high-dimensional reliability

problems arising from the analysis of complex water distribution networks.

4.1 Problem formulation

4.1.1 Description of the water distribution system

The water distribution system considered in this application problem supplies Chiguayante,

a Chilean city of 140.000 inhabitants distributed over 72 [km2] and located near Con-

cepción. Figure 4.1-(a) shows a satellite image of the city, whereas Figure 4.1-(b) shows

the layout defined in the hydraulic model of the water distribution network . For reference

purposes, the North-South dimension of the system is about 8.3 [km].

17
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Figure 4.1: Water distribution system of Chiguayante

The hydraulic model of the water distribution system consists of 5978 nodes, 5655

pipes and one tank. Steady-state conditions are considered in this part of the application

example.

The total demand of the network is 412.8 [l/s], distributed over 3130 nodes (in other

word, 2848 nodes have zero demand). Figure 4.2 shows the nominal values of the nodal

demands (di, i = 1, . . . , 3130), which correspond to the worst-case scenario usually consid-

ered during the design stage of water distribution systems. The nominal demands range

from 2.0× 10−4 [l/s] to 3.8 [l/s].

The water distribution system comprises 190 [km] of pipelines, modeled with 5655

pipes. Figure 4.3 shows the lengths of the pipes in the network arranged in an increasing

manner, ranging from 0.3 [m] to 1636 [m]. These indices are used to identify the pipes.

The pipeline system consists of four different materials: high density polyethylene (HDPE),

polyvinyl chloride (PVC), asbestos cement (AC) and steel. The corresponding roughness

coefficients (Hazen-Williams coefficients) are 150, 140, 130 and 100, respectively. Table 4.1

shows information about the pipe diameters, which range from 57 [mm] to 502 [mm].
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Figure 4.2: Nodal demands in hydraulic model of application example 1
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Figure 4.3: Lengths of pipes in hydraulic model of application example 1

4.1.2 Hydraulic simulator

The analysis of the system requires the use of some algorithm for performing hydraulic

simulations. The multi-purpose hydraulic simulator EPANET [26] is considered in this

work to deal with the physics-based analysis of water distribution networks. This software

allows to perform extended-period simulation of hydraulic and water quality behavior

within pressurized pipe networks. Validation calculations have shown the efficiency and

flexibility of this modeling software in a number of water distribution networks, including

large-scale systems.

The mathematical relationships in water distribution systems under steady-state condi-

tions are based on flow continuity and energy conservation equations, which give a nonlinear
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Table 4.1: Pipe diameters of Chiguayante’s water distribution network

Pipe diameter [mm] Number of pipes Pipe diameter [mm] Number of pipes

57.0 34 150.0 119
67.8 240 180.0 2
75.0 321 180.8 34
81.4 697 200.0 75
96.8 188 220.4 3
99.4 2343 226.0 5
100.0 501 250.0 9
110.0 3 300.0 12
113.0 203 321.0 6
125.0 361 350.0 20
126.6 148 361.8 16
141.0 3 400.0 3
144.0 1 500.0 23
144.6 282 502.0 3

system that EPANET iteratively solves using a Newton-type method. In this manner, the

flow in each pipe and the energy head at each junction node are solved given all network

characteristics. In other words, the system response at a given time is obtained. The reader

is referred to Appendix D for a more detailed description about the algorithm implemented

in EPANET to obtain the network solution under steady-state conditions.

Unsteady analyses can also be considered by EPANET, where the network require-

ments and supply are not constant but vary over time. In particular, a quasi-dynamic

analysis known as extended period simulation can be performed directly in the context of

the hydraulic simulator. In this type of analysis, the nodal demands and water inflow vary

through the analysis period in a number of discrete time steps.

It is remarked that EPANET is implemented in all the application examples presented

in this work (Chapters 4, 6 and 7). It is also remarked that the software is used as a

black box and, therefore, the sampling process is decoupled from the available hydraulic

simulator.

4.1.3 Uncertain parameters

The uncertainty in the water distribution system arises in both external conditions

(nodal demands) and network hydraulic capacity (tank level and roughness coefficients).

In this context, a total of 8786 network parameters are modeled as random variables: all
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nodal demands (di : i = 1, . . . , 3130), all pipe roughness coefficients (RCi : i = 1, . . . , 5655),

and the prescribed nodal head at the storage tank (htank). Observe that this problem is

clearly high-dimensional from the reliability point of view.

The nodal demands (di : i = 1, . . . , 3130) are modeled as log-normal independent ran-

dom variables with mean values equal to the corresponding nominal values (see Figure 4.2),

whereas the coefficient of variation is taken as 20%. Figure 4.4-A shows the probability

density function of a representative node of the network.

The prescribed water level above the discharge point of the storage tank (htank) is

modeled as a log-normal random variable, with mean value equal to 3.2 [m] and coefficient

of variation equal to 20%. This distribution is shown in Figure 4.4-B.

The pipe roughness coefficients are described using independent truncated normal ran-

dom variables, with mean values equal to their corresponding nominal roughness coeffi-

cients, coefficient of variation of 10%, and ranging between 85% and 115% of the mean

value. A compact support is chosen, since the variation of these parameters is feasible only

within a certain range. Figure 4.4-C shows the distribution of a representative roughness

coefficient.
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Figure 4.4: Probability density function of representative uncertain parameters. A: Nodal
demand. B: Tank head. C: Roughness coefficient

4.1.4 Utility function

The utility function considers the minimum pressure head over a set of nodes Ωnodes

under steady-state conditions. In this application problem, Ωnodes includes all nodes with
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non-zero demand (3130 nodes). The utility function is then defined as

µ(θ) = min
i∈Ωnodes

pi(θ) (4.1.1)

where pi(θ) is the pressure head at node i ∈ Ωnodes. This utility function captures one

of the most relevant system responses, which has a direct impact on the level of service

provided to the users.

4.2 Uncertainty propagation

The results of an uncertainty propagation analysis are presented in this section. This

type of analysis is crucial to gain a general insight about the hydraulic performance of the

water distribution network under uncertain conditions.

As a previous step, it is relevant to study the response of the network characterized in

a deterministic manner, i.e. when the values of the parameters are equal to the nominal

ones. For reference purposes, Figure 4.5 shows the pressure head in all demand nodes of

the network, sorted in a decreasing manner. These indices are the ones used in this chapter

to identify the nodes. Note that the pressure heads vary from 17.18 [m] to 50.67 [m]. In

other words, the utility function evaluated at to the nominal values of the parameters is

µ(θnom) = 17.18 [m].
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Figure 4.5: Deterministic pressure heads of all demand nodes sorted in a decreasing manner
(nominal response)
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The uncertainty propagation analysis is performed with a sample size equal to 5× 104,

obtaining the pressure head in all demand nodes of the network. As already discussed, the

hydraulic simulations are performed using the commercial-level software EPANET. Fig-

ure 4.6 shows the 50% quantile and the 95% probability interval (i.e. both 97.5 percentile

and 2.5 percentile) of all corresponding pressure heads in the demand nodes. During the

analysis, it was observed that the mean pressure head in each node is very close to the 50%

quantile. Observe that this figure shows the effect of the prescribed uncertain conditions

into the pressure head of all demand nodes in the network.
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Figure 4.6: 50% quantile and 95% probability interval of the network pressure heads

Using the same set of samples, the minimum pressure head of the network for each

hydraulic simulation can be obtained. Such a quantity corresponds to the utility function

defined in Equation (4.1.1). Figure 4.7 shows the normalized histogram of the minimum

pressure head over all demand nodes. For reference purposes, a dashed line in the same fig-

ure shows the minimum pressure associated to the deterministic response (i.e. the network

characterized by the nominal values of the uncertain parameters), which is 17.18 [m]. Note

that the uncertain parameters have a considerable effect on the minimum pressure head

of the network. Actually, the histogram shows a variation of that response between 14 [m]

and 21 [m]. Therefore, it is expected that the uncertain conditions will have a significant

effect on the reliability of the system.
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Figure 4.7: Normalized histogram of network minimum pressure head

4.3 Hydraulic performance: regular operational conditions

4.3.1 Reliability analysis

As already pointed out, a single run of subset simulation provides reliability estimates

for all threshold levels up to the smallest considered in the analysis. In connection with

Chapter 3, the algorithm is implemented with p0 = 0.1 (conditional failure probability)

and Ns = 1000 (number of samples at each stage). Figure 4.8 shows the trend of the failure

probability versus critical threshold levels, considering a total number of 4 stages (failure

probabilities from 0.90 to 10−4). For illustration purposes, the average of five independent

runs of subset simulation is presented here.

The information contained in the figure allows to understand the hydraulic performance

of this complex utility network in terms of the minimum pressure head. It is seen that,

for instance, the probability of the minimum pressure head being below 16.5 [m] is about

2× 10−1, while a failure probability of 10−3 is associated to a minimum allowable pressure

equal to 14.7 [m]. An interesting result is that a critical threshold equal to 17.18 [m],

which corresponds to the nominal minimum pressure head, is associated to a probability

of failure equal to 60%. Thus, the network characterized in a deterministic manner is quite

unreliable under the uncertain conditions considered here.
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Figure 4.8: Failure probability in terms of critical threshold level

4.3.2 Reliability sensitivity analysis

The elasticity coefficient was introduced in Equation (3.3.2). This dimensionless reli-

ability sensitivity measure can be used to rank the importance of distribution parameters

on the system reliability when they are diverse in dimension. As indicated in Chapter 3,

the proposed reliability sensitivity analysis is a post processing of subset simulation, thus

allowing to obtain the entire trend of the sensitivity measure in terms of different threshold

levels and not only for one specific value.

Figure 4.10 shows the elasticity coefficients of the failure probability, in terms of the

threshold level, with respect to the mean value of the most influential parameters. The

parameters considered in the figure are the mean values of the prescribed head of the

storage tank and the roughness coefficients of pipe numbers 5558, 5648 and 5655 (see

Figure 4.9). An average of ten independent runs is considered in the figure. It is seen that

the prescribed head of the storage tank plays a major role in the probability of failure, as

expected. Besides, note that all the elasticity coefficients are negative. This means that

increasing the mean value of these parameters decreases the probability of failure, which

is reasonable from the physical point of view: a higher tank level increases the overall

pressure heads, while higher Hazen-Williams coefficients increase the hydraulic capacity

of pipelines. Another interesting observation is that the elasticity coefficients increase in

magnitude as the threshold level decreases. Therefore, the failure probability becomes more

sensitive to these distribution parameters as the probability of failure becomes smaller.

Validation calculations have shown that the elasticity coefficients of the failure prob-
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Figure 4.9: Identification of most influential pipes in terms of their roughness coefficients,
failure modes, nonfunctional pipes and some illustrative nodes

ability with respect to the mean value of the roughness coefficients are either negative or

very close to zero. On the other hand, it is found that the elasticity of the failure probabil-

ity with respect to the mean value of individual nodal demands shows a mixed behavior:

some of the elasticity coefficients are positive, while others are negative. In other words,

the effect of one particular nodal demand can be beneficial or detrimental with respect to

the network reliability. This behavior is due to the complex interaction between the nodal

demands and their effect on the pressure heads of the network. In any case, the elasticity

coefficients associated to the mean value of the nodal demands are relatively small.

A similar reliability sensitivity analysis can be performed with respect to the standard

deviation of the network state parameters. This type of analysis provides information to

identify the parameters whose uncertainty plays a major role in affecting the hydraulic

reliability of the network. Figure 4.11 presents the elasticity coefficients in terms of the

threshold level for the most influential parameters: the prescribed head of the regulation

tank, and the roughness coefficients of pipe numbers 5558, 5648 and 5655 (see Figure 4.9).

It is observed that the uncertainty of the prescribed tank head presents the most important

effect on the hydraulic reliability of the system. Note also that the elasticity of the failure
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Figure 4.10: Elasticity coefficients versus threshold. Distribution parameter: mean value

probability with respect to the standard deviation of the different parameters is positive for

threshold levels associated to small failure probabilities, i.e. minimum allowable pressure

head below 17.0 [m]. Thus, the probability of failure decreases when reducing the variability

of the system parameters. This information gives a valuable insight into the effect of

uncertain system parameters on the reliability of the network.
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Figure 4.11: Elasticity coefficients versus threshold. Distribution parameter: standard
deviation

4.3.3 Failure analysis

One important question regarding the hydraulic performance assessment of complex

water distribution networks is how likely a given failure event is. This issue is addressed by
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the hydraulic reliability analysis of the system, as discussed in Section 4.3.1. Nevertheless,

it is pivotal to also understand what happens when a system fails, identifying the specific

reasons that lead to failure and how does the system behave when failure occurs. This type

of study is known as failure analysis, a crucial task for proper decision-making regarding the

design, maintenance and operation of real-life water distribution networks. The following

results demonstrate that the proposed framework provides valuable information to this

end.

4.3.3.1 Conditional distributions of uncertain parameters

A single run of subset simulation generates samples conditional to the sequence of in-

termediate failure events (see Appendix A). As discussed in [25], these samples can be used

directly to perform failure analysis. In particular, the conditional marginal histograms of

uncertain parameters suggest the most probable causes of failure. If the conditional his-

togram of a certain parameter is significantly different from the unconditional probability

density function, then that parameter is expected to have a high influence towards deter-

mining failure. Conversely, if the conditional histogram of that parameter remains similar

to the unconditional probability density function, then it is not likely to be relevant re-

garding failure occurrence. In order to demonstrate this type of analysis, consider a failure

event F ∗ defined by a minimum allowable pressure µ∗ = 15 [m], that is

F ∗ = {θ ∈ Ωθ : µ(θ) < µ∗ = 15 [m]} (4.3.1)

Observe that the corresponding conditional samples are obtained in the last stage of

subset simulation (see Figure 4.8). Figure 4.12 shows the conditional histograms of three

parameters: the prescribed head of the storage tank (htank), and the roughness coefficients

of pipes 5558 and 5655 (identified in Figure 4.9). For reference purposes, the corresponding

unconditional probability density functions are plotted with dashed lines. Note that the

conditional histograms are different from the unconditional distributions. In fact, the pre-

scribed head of the storage tank shows a significant shift of probability mass towards the

low value region, while the histograms associated to the roughness coefficients show some

shift towards the low value region. Hence, these parameters seem to be part of the dom-

inant factors that govern failure. These results are consistent with Figures 4.10 and 4.11,

where these three parameters were identified as the most important ones regarding system

reliability. It is also important to remark that the shift of probability mass towards the low

value region in all cases is consistent with the physical behavior of the system: lower tank

heads diminish hydraulic heads in all nodes, whereas lower Hazen-Williams coefficients are
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associated with higher head losses in pipes.
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Figure 4.12: Conditional histograms of samples. Tank head and roughness coefficients

A similar analysis can be made with respect to nodal demands. However, in this case,
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it was observed that the conditional distributions are not significantly different to the un-

conditional ones. Figure 4.13 shows the conditional histograms of two representative nodal

demands, namely node numbers 938 and 3125. These nodes are identified in Figure 4.9.

Again, the unconditional probability functions are plotted with dashed lines. Note that the

conditional histograms are not significantly different from the unconditional distributions.

Slight shifts of the probability mass are observed, which can be directed towards higher

values (e.g. nodal demand 3125) or lower values (e.g. nodal demand 938). Similar results

are observed for the remaining nodal demands. Therefore, it is expected that a single nodal

demand is not relevant to determine failure, which is consistent with the results obtained

in Section 4.3.2.
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Figure 4.13: Conditional histogram of samples. Nodal demands
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4.3.3.2 Failure modes

Real-life utility networks can be understood as a system composed of different sub-

components or sub-systems. Those individual sub-components interact in different and

complex ways to determine the performance of the entire network. Therefore, it is impor-

tant to identify which sub-components are the ones that govern failure, in order to provide

information for decision-making. Such issue is directly related to failure analysis.

According to the utility function defined in Equation (4.1.1), the corresponding water

distribution network can be understood as a set of components connected in series, where

each of them corresponds to a node whose response is the corresponding pressure head. In

this way, the i-th failure mode F i is defined as

F i = {θ ∈ Ωθ : pi(θ) < µ∗} (4.3.2)

where pi(θ) is the pressure head at node i ∈ Ωnodes. In other words, the i-th failure mode

identifies the region in the space of uncertain parameters that gives pressure head at node

i ∈ Ωnodes below the critical threshold µ∗.

Samples obtained from subset simulation can be directly used to compute the condi-

tional failure probability of the i-th failure mode, that is, P (F i|F ). This quantity corre-

sponds to the probability that a certain node fails, given that system failure has occurred.

Considering the failure event F ∗ defined in Equation (4.3.1), the conditional failure proba-

bilities of all failure modes are shown in Table 4.2. Recall that this information is obtained

directly from the last stage of subset simulation. In this case, P (F 3130|F ∗) = 1 and

P (F i|F ∗) = 0, i = 1, 3129. Then, it is clear that node 3130 is the most critical one in

terms of pressure levels. This analysis gives relevant information about the performance

of different zones of the network, which can be used to improve the hydraulic reliability

of the system. For instance, adding pipes to improve the connectivity of node 3130 or

including control elements in the surrounding area (e.g. hydropneumatic tanks) seem to

be reasonable options to improve the performance of the water distribution network.

Table 4.2: Conditional probabilities of failure modes

Failure mode (F i) P (F i|F ∗)
node number %

1 - 3129 0
3130 100
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4.4 Hydraulic performance in alternative scenarios

For illustration purposes, alternative operational scenarios of the water distribution

system of Chiguayante are studied in this section. It is shown that the proposed stochas-

tic framework provides valuable information that allows the comparison, in terms of the

hydraulic performance, of different configurations of a water distribution system.

4.4.1 Robustness with respect to demand changes

Water distribution networks are subjected to constant changes in the spatial configura-

tion of their demand, as a result of the dynamic nature of users. The proposed framework

allows to evaluate the changes on the hydraulic reliability of the system when different

scenarios of demand configuration are considered. Such analysis provides a valuable in-

sight about the robustness of water distribution networks with respect to demand changes.

This type of information can be useful for future planning considerations, such as new

commercial, residential or industrial developments.

Figure 4.14: Identification of demand zones and some illustrative nodes

For illustration purposes, four different scenarios are considered in this work. In each

scenario, the demand in a sector of the network is assumed to be three times the one
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considered under regular operational conditions (Section 4.3). The rest of the system char-

acteristics are kept unmodified. In other words, the mean values of the nodal demands in a

specific sector are multiplied by a factor equal to three in each scenario. Figure 4.14 shows

the sectors that are modified in each case. The water demand in sectors A, B, C and D

corresponds to 1.9%, 2.9%, 1.4% and 1.1% of the total demand in the nominal network,

respectively.

Figure 4.15 shows the probability of failure versus threshold level for all the demand

scenarios. For illustration purposes, the curve corresponding to regular operational con-

ditions (i.e., the one presented in Figure 4.8) is reproduced in the figure, identified as the

nominal case. It is seen that, in all scenarios, the failure probability for any given threshold

is increased with respect to the nominal case. This is a expected result from the physical

point of view, since the hydraulic heads in the network are expected to decrease under the

perturbations considered here (local demand increases).
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Figure 4.15: Failure probability in terms of critical threshold level. Sectional demand
increments

Different demand configurations have different effects on the hydraulic performance of

the system. For instance, the curve associated to sector D is very similar to the one of

the nominal case, which means that a demand increase in sector D has almost no effect

on the hydraulic reliability of the water distribution network. On the contrary, the curves

associated to Sectors A and B show higher failure probabilities than the ones observed

in the nominal case. In other words, demand increases in these sectors have a significant

influence on the hydraulic performance of the water distribution network. Increasing the
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demand in Sector C, on the other hand, has an intermediate effect on hydraulic reliability.

To illustrate the effect of the different demand conditions, Table 4.3 shows the failure

probabilities for each scenario associated to an allowable minimum pressure of 14.60 [m].

For example, note that the failure probability changes from 1×10−4 in the nominal case to

4× 10−2 under a demand increase in Sector B. It is also interesting to note that the effect

of Sector A for small threshold levels, which are associated to small failure probabilities,

is more significant than sector B, even though the total demand in sector B (2.9% of the

total demand in the network) is higher than the one in Sector A (1.9% of the total demand

in the network).

Table 4.3: Failure probabilities for different demand scenarios, µ∗ = 14.60 [m]

Scenario Failure probability

Nominal case 1× 10−4

Sector A 2× 10−2

Sector B 4× 10−2

Sector C 3× 10−3

Sector D 1× 10−4

Failure analysis can be used in this type of study to understand how the changes in

the demand distribution modify the behavior of the system. For illustration purposes,

Table 4.4 shows the conditional probabilities of the failure modes for each scenario, con-

ditional to some failure event F ∗, that is, P (F i|F ∗). Here, F i is the i-th failure mode

defined in Equation (4.3.2) and F ∗ is a failure event such that P [F ∗] = 10−3. In other

words, the results presented in Table 4.4 are obtained with the samples generated at the

last stage of subset simulation. The corresponding nodes are presented in Figure 4.14.

When the demand of Sectors B and C increases, the minimum pressure is always observed

in node 3130, i.e. the failure mode remains unchanged with respect to the nominal case.

In a similar manner, node 3129 is the one that fails under an increase of the demand in

Sector D. On the other hand, two failure modes are observed when increasing the demand

in Sector A: nodes 2602 and 3130, with conditional probabilities P (F 2602|F ∗) = 86% and

P (F 3130|F ∗) = 14%, respectively. This shows that node 2602 is more likely to fail than

node 3130 in this scenario. It is seen that the most critical zone of the network, in terms of

the pressure levels, can change when modifying the spatial distribution of the demand. The

approach is able to identify these critical zones based on a single run of subset simulation

for each scenario.
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Table 4.4: Failure modes for different scenarios of demand changes

Scenario Failure mode (F i) P (F i|F ∗)
node number %

A 2602 86
3130 14

B 3130 100
C 3130 100
D 3129 100

4.4.2 Effect of redundancy

One important concept in the design of water distribution networks is that of redun-

dancy [7, 20, 70], which allows to ensure the critical function of the system when some

components are not operating. This subsection studies the hydraulic performance of the

network when some pipes are nonfunctional. In particular, five network configurations are

studied. Each of them assumes that only one pipe is not working, due to repair operations

or some other event. The corresponding link element is removed from the hydraulic model.

In other words, each scenario assumes that no flow is developed in a given pipeline. The

pipes under consideration (representative links of more than 90 [m] long) and some nodes

of interest are presented in Figure 4.9.

The curves of failure probability in terms of the threshold level for the different config-

urations are shown in Figure 4.16, including the case with all pipes being functional (i.e.,

the curve presented in Figure 4.8). Note that, for all threshold levels, the probabilities of

failure under regular operational conditions are lower than the ones observed in scenarios

with nonfunctional pipes. This clearly shows that increasing the levels of pipe redundancy

has a beneficial effect into the hydraulic reliability of this system. Another interesting

observation is that different nonfunctional pipes have different effects on the hydraulic re-

liability. For instance, the results observed in the scenarios associated to pipe 5348 and

pipe 5529 are very similar to the ones obtained when all pipes are functional. On the

other hand, the reliability of the system decreases significantly by removing pipe 5646 or

pipe 5650. In this manner, this type of analyses can identify the pipes that mostly affect

the hydraulic reliability of the system when they are non-operational.

The proposed stochastic framework provides the information required to identify the

failure modes in each scenario: failure analysis indicates that node 3130 is the one that

fails for the configurations defined by removing pipe numbers 5348, 5529 and 5650, whereas
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node number 3109 (see Figure 4.9) fails for the configuration defined by removing pipe num-

ber 5646. This information is relevant, for instance, to make informed-decisions regarding

network management, such as scheduling maintenance operations.
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Figure 4.16: Failure probability in terms of critical threshold level for different redundancy
scenarios

The analysis presented here can be extended to the case when the probability of the

network being at a given configuration is known. In that case, the total failure probability

can be estimated by multiplying the chance of each configuration occurring by the failure

probability of this configuration, and then summing up all possible configurations [20]. This

type of analysis can also be used to compare the performance, in terms of their redundancy,

of non-fixed layout networks, which is particularly important during design stages. Finally,

it is noted that, although the previous analysis was focused on the redundancy of pipes, it

can be extended, in principle, to other components and devices as well.

4.5 Extension to quasi-dynamic conditions

The stochastic approach can be extended to study water distribution systems under

quasi-dynamic conditions. This type of analysis allows to assess the hydraulic performance

of water distribution networks during a period of interest (for example, a regular day of

operation). In this section, a hydraulic reliability problem is formulated to study the water

distribution network of Chiguayante under quasi-dynamic conditions.
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4.5.1 Extended period simulation

The extended period simulation considered in EPANET [26] calculates the hydraulic

response of the system at NT instants of time {t1, . . . , tNT }. The nodal heads and pipe

flows are computed for each discrete time step by considering steady-state conditions. The

prescribed conditions at each time step (e.g. water volume or water quality in regula-

tion elements) are obtained by considering the information from the previous instant and

additional conditions (e.g. water inflow at each time step). The quasi-dynamic analy-

sis considered here involves 24 instants of time, starting at 00:00 hours and ending at

23:00 hours. In other words, 24 steady-state simulations are needed to characterize the

hydraulic response of the water distribution network in this scenario.

The regulation tank and pipelines of the hydraulic system were described in Sec-

tion 4.1.1. On the other hand, it is assumed that all the demand nodes follow the same

normalized demand pattern (see Figure 4.17). Note that the maximum demand takes place

at 13:00 hours. For illustration purposes, an intermediate scenario in terms of the demand

level is considered here. In this context, the maximum nodal demands are equal to the

values presented in Figure 4.2, but multiplied by a factor equal to 75%.
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Figure 4.17: Normalized demand pattern for all nodes, quasi-dynamic conditions

A pumping system supplies water to the regulation tank. The nominal volume of

pumped water over time is shown in Figure 4.18 (left). The water volume in the regulation

tank corresponding to the deterministic network (i.e. the hydraulic model characterized

by the nominal values of the network state parameters) is presented in Figure 4.18 (right).

FEDERICO SANTA MARÍA TECHNICAL UNIVERSITY



Chapter 4. APPLICATION 1: RELIABILITY ANALYSIS OF A REAL SYSTEM 38

0 5 10 15 20 25

Time [h]

0

500

1,000

1,500

2,000
P
u
m

p
ed

w
at

er
[m

3
]

0 5 10 15 20 25

Time [h]

4,000

4,500

5,000

5,500

6,000

6,500

7,000

7,500

W
at

er
V
ol

u
m

e
in

T
an

k
[m

3
]

Figure 4.18: Left: network inflow over time, deterministic network. Right: water volume
in tank, deterministic network

4.5.2 Uncertain parameters

Four different groups of uncertain parameters are considered here: the pipe roughness

coefficients, the prescribed tank head at the beginning of the simulation, the demands at

each node and time, and the volume of water pumped at each time step. The probabilistic

characterization of these parameters is described in what follows.

� The roughness coefficients of the pipes (Hazen-Williams coefficients) are characterized

in the same manner that in Section 4.1.3. This gives a total of 5655 random variables.

� The initial tank head is characterized as a uniform random variable, centered at the

nominal value and with range equal to 2.0 [m]. This gives one random variable.

� The demand at each time instant and node is modeled as a log-normal random

variable, with mean value equal to the corresponding nominal value and a coefficient

of variation of 20%. All variables are independent. Since there are 3130 nodes and

24 time steps, there is a total of 75120 random variables associated to the demand

conditions.

� The network inflow at each time step is characterized as a truncated normal random

variable, with mean value equal to the nominal value, a coefficient of variation of

15%, and ranging between 75% and 125% of the mean value. This gives a total of

23 random variables.
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This formulation gives a total of 80799 random variables. It is clear, then, that this

problem is highly dimensional from the reliability point of view.

4.5.3 Utility function

The utility function µ(θ) is defined as the absolute minimum pressure head in the

network during the simulation period, that is

µ(θ) = min
i∈Ωnodes

t∈{t1,...,tNT }

pi,t(θ) (4.5.1)

where pi,t(θ) is the pressure head at node i ∈ Ωnodes and time t ∈ {t1, . . . , tNT }.

4.5.4 Uncertainty propagation analysis

An uncertainty propagation analysis is first carried out, considering a sample size of

5 × 104. Figure 4.19 shows the normalized histogram of the network minimum pressure

observed at three representative time instants: 00:00, 13:00 and 20:00 hours. It is observed

that the distribution of minimum pressure at 00:00 is almost uniform, whereas the dis-

tribution at 13:00 and 20:00 are more similar to a Gaussian distribution. Furthermore,

the minimum pressure at 00:00 ranges between 19.2 [m] and 22.6 [m], while the minimum

pressure at 13:00 ranges from 15.0 [m] to 22.0 [m]. In other words, the variability of the

minimum pressure at 13:00 is larger than the one observed at 00:00. This analysis provides

an insight into the effect of the uncertain conditions into the hydraulic performance of the

network during a complete simulation period.

Figure 4.20 shows the normalized histogram of the absolute minimum pressure head

in the network during the simulation period, that is, the histogram of the utility func-

tion values obtained for the sample under consideration. For comparison purposes, the

absolute minimum pressure head of the network characterized in a deterministic manner is

presented with a dashed line in the same figure, corresponding to 19.09 [m]. Note that this

value is higher than the sample average. On the other hand, a variation of approximately

8 [m] in the system response is observed. In fact, the histogram is flatter than the one

presented in Figure 4.7. Thus, the effect of uncertainty into the hydraulic performance of

the system is considerable.
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Figure 4.19: Normalized histogram of network minimum pressure head at different instants
of time

4.5.5 Hydraulic reliability analysis

The results of the hydraulic reliability analysis considering the utility function pre-

sented in Section 4.5.3 are now discussed. Note that this problem is very challenging, since

it is highly dimensional from the probabilistic point of view (80799 random variables).

Figure 4.21 (left) shows the failure probability versus threshold levels obtained in three

independent runs of subset simulation. For comparison purposes, the curve correspond-

ing to the sample used in the uncertainty propagation analysis is also presented. Such

curve, identified as MCS, reaches a failure probability equal to 3 × 10−4. The coefficient

of variation corresponding to the MCS estimate of this failure probability is equal to 26%

(sample size of 5 × 104). It is observed that the differences between the curves associ-

ated to independent runs are rather small. The curves are also consistent with the results
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Figure 4.20: Normalized histogram of network minimum pressure head, quasi-dynamic
conditions

obtained by direct simulation, notwithstanding the high dimensionality of the reliability

problem (80799 random variables). The good performance of subset simulation for this

case can be explained based on the fact that a relatively small number of uncertain param-

eters are predominant towards determining the hydraulic performance of this particular

water network, similar to the behavior observed in sections 4.3.2 and 4.3.3. Nonetheless,

different scenarios in terms of the probabilistic characterization of the system (e.g. the

inclusion of spatio-temporal correlation of nodal demands) can lead to a greater number

of random variables having an important effect on the hydraulic reliability of the network.

The evaluation of the performance of the proposed approach in such scenarios is left for

future research efforts.

Figure 4.21 (right) presents the failure probability trend versus thresholds obtained as

an average of five independent simulation runs. As in Section 4.3.1, this information allows

to understand the hydraulic performance of the network for different levels of minimum

allowable pressure. For instance, if a minimum allowable pressure of 15.5 [m] is considered,

then the probability of failure is equal to 10−3.

4.5.6 Failure analysis

Following the ideas presented in Section 4.3.3, the failure mode F ti corresponds to the

region in the space of network state parameters giving an unacceptable pressure head at
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Figure 4.21: Failure probability versus threshold level in quasi-dynamic conditions. Left:
Monte Carlo Simulation (up to 3× 10−4) and three independent runs of subset simulation
(up to 10−4). Right: average of five independent runs of subset simulation

node i ∈ Ωnodes and time t ∈ {t1, . . . , tNT }. Formally,

F ti = {θ ∈ Ωθ : pi,t(θ) < µ∗} (4.5.2)

In the same way, it is also important to identify the nodes that are more likely to

present the lowest pressure heads during the entire simulation period. In this context, the

spatial failure modes Fi, i ∈ Ωnodes are defined as

Fi =
⋃

t∈{t1,...,tNT }

F ti (4.5.3)

Fi =

{
θ ∈ Ωθ : min

t∈{t1,...,tNT }
pi,t(θ) < µ∗

}
(4.5.4)

Similarly, the temporal failure modes F t, t ∈ {t1, . . . , tNT }, are only concerned with the

specific instant of time when failure happens. These failure modes are defined as

F t =
⋃

i∈Ωnodes

F ti (4.5.5)

F t =

{
θ ∈ Ωθ : min

i∈Ωnodes

pi,t(θ) < µ∗
}

(4.5.6)

Then, it is possible to estimate, as a post-process of the reliability assessment, the

chance that node i fails at a specific time t conditional to a certain failure event F ?, that is
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P (F ti |F ?). For illustration purposes, Table 4.5 shows the probabilities of each failure mode

conditional to the occurrence of a failure event F ∗. Such failure event verifies P (F ?) =

10−3, according to Figure 4.21 (right). This means that the conditional probabilities are

estimated based on the samples at the last stage of subset simulation. Note that the

minimum pressure is always observed at node 3130. Thus, increasing the network capacity

in the adjacent zone seems to be likely to increase the overall hydraulic reliability of the

water distribution network.

Table 4.5: Conditional probabilities for different failure modes, quasi-dynamic conditions

Node (i) P (Fi|F ?) P (F ti |F ?)
3130 100% 12:00 (03.6%)

13:00 (66.3%)
14:00 (29.9%)
15:00 (00.2%)

4.6 Final remarks

This chapter presented an application example involving the hydraulic reliability anal-

ysis of a large-scale, real-life water distribution network in the south of Chile. The analysis

was formulated in terms of minimum pressure heads, although other responses of interest

can be considered as well. Different types of analyses were carried out, including un-

certainty propagation, hydraulic reliability assessment, reliability sensitivity analysis, and

failure analysis. Several scenarios were addressed, such as different demand configurations

and different non-functional pipes. The extension of the analyses to quasi-dynamic con-

ditions was also demonstrated, showing the capabilities of the proposed approach in the

context of extended period simulation. In all cases, the proposed framework allows to gain

a valuable insight about the hydraulic performance of the water distribution network under

uncertain conditions. Such information can be useful for assisting water utility managers

to make complex decisions regarding the design, maintenance and operation of complex

water distribution networks.

The results demonstrate that the methodology effectively and efficiently handles high-

dimensional reliability problems arising from hydraulic performance assessment of real-life

water distribution systems. It was shown that the performance of the proposed approach

remains unaffected by the complexity of the distribution system and the size of the relia-
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bility problem, as opposed to previously reported works in this subject. In other words,

the proposed methodology represents a change of paradigm in the uncertainty analysis of

water distribution networks, since the complexity and dimensionality of the network is not

a restriction anymore.
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Chapter 5

BAYESIAN APPROACH FOR

DETECTION-RELATED

PROBLEMS

Detection-related problems are directly related to the hydraulic performance of water

distribution networks. Examples of these problems are leakage detection, contaminant

source characterization and connectivity detection. Clearly, solving this type of problems

can help to improve the overall level of service of water utility networks. This chapter

formulates a simulation-based Bayesian model updating approach to handle detection-

related problems in complex water distribution networks. The proposed methodology

provides explicit representations of unavoidable modeling errors and measurement noise

arising in detection processes of real-life systems. The approach is also able to handle

ill-conditioned problems usually found in real-life water distribution systems.

5.1 Background

Detection-related problems correspond to the identification of irregular operational con-

ditions that affect the performance of a water distribution network. Available information

to this end includes field measurements, prior engineering knowledge and physics-based

modeling. As discussed in Section 2.2, some examples of this class of problems in the con-

text of water distribution networks are contaminant source characterization, leakage detec-
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tion and connectivity detection. Detection processes involve unavoidable uncertainties that

deteriorate the quality of available information, such as measurement noise and modeling

errors. Moreover, practical issues regarding monitoring processes limit the amount and

quality of measured data. Thus, detection-related problems usually arise as ill-conditioned

in real-life applications.

This work introduces a simulation-based Bayesian model updating approach to handle

detection-related problems in water distribution networks. The approach provides a realis-

tic representation of the uncertainties associated with hydraulic modeling, measured data

and prior engineering information. Here, the Bayesian framework is adapted to the prob-

lems of interest and it is coupled with a commercial-level hydraulic simulator [26]. Although

the proposed methodology can be used, in principle, for a variety of identification-type of

problems in pressurized distribution networks, the application examples presented here

address the problems of leakage detection (see Chapter 6) and connectivity detection (see

Chapter 7) in real-life water distribution networks.

5.2 Bayesian model class selection

In this section, detection-related problems are formulated as Bayesian model class se-

lection problems. Suppose that a given network is not operating with the expected level

of performance, due to some unknown and irregular condition that needs to be identified.

Awareness about such condition can be provided, for instance, by water utility managers

expertise. Consider now measurement data D that is obtained from a water distribution

network. For instance, data D can contain pressure or flow measurements at some network

points, which may suggest the presence of leakage in the network.

Assume now that Nclass feasible hypotheses to characterize the unknown condition

have been formulated. Each hypothesis is described by means of a probabilistic model

class M `, ` = 1, . . . , Nclass, which is defined as the set of all hydraulic models M `
(
θ`
)

parametrized by the network state vector θ` ∈ Rn`p [51]. This vector is described in a

probabilistic manner by means of a multivariate distribution. For instance, if the location

of a single leak needs to be identified, the model class M ` considers all hydraulic models

that present leakage at the `-th location, defined through some parameters θ` (e.g. leakage
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intensity). Additionally, the set of all probabilistic model class M is

M =
{
M ` : ` = 1, . . . , Nclass

}
(5.2.1)

where a prior probability P
[
M `|M

]
is assigned to each probabilistic model class, such

that
∑Nclass

`=1 P
[
M `|M

]
= 1. It is important to remark that, in this setting, probability is

interpreted on the idea of reasonable expectation. Formally, probability is a measure of

the plausibility of a given hypothesis under available information [50]. Then, P
[
M `|M

]
represents how plausible is each probabilistic model class in the absence of data D (prior

state of knowledge). The usual situation involves uninformative prior knowledge about the

plausibility of each probabilistic model class, which gives P
[
M `|M

]
= 1/Nclass according

to the indifference principle.

The explicit incorporation of data D into the analysis allows to obtain revised infor-

mation about each probabilistic model class. In particular, it is possible to obtain the

posterior probability P
[
M `|M, D

]
of each probabilistic model class, which is a measure

of the plausibility of the model class when data D is taken into account. The computa-

tion of these posterior probabilities is known as the model class selection problem. In this

setting, the model class with the highest posterior probability is interpreted as the solu-

tion of the detection-related problem, that is, the actual network condition. The posterior

probabilities are given by

P
[
M `|M, D

]
=

P
[
D|M `

]
P
[
M `|M

]∑Nclass
ι=1 P [D|M ι]P [M ι|M]

, ` = 1, . . . , Nclass (5.2.2)

where P
[
M `|M

]
is already defined, and P

[
D|M `

]
is the evidence of model class M `.

The last quantity is a probabilistic measure of how likely is obtaining data D when the

`-th model class is considered. The computation of the evidence is directly related to the

Bayesian model updating problem.

5.3 Bayesian model updating

The Bayesian framework allows to obtain revised information about the system, based

on available data D. In this setting, the updated joint probability density function

p
(
θ`|M `, D

)
can be obtained (posterior probability density function). This distribution

quantifies the plausibility of the model parameters θ` when model class M ` and data D
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are considered. It is important to remark that the probabilistic description of the network

state parameters θ` is used to represent the uncertainty associated to the modeling of the

unknown network condition, that is, epistemic uncertainty. According to Bayes’ Theorem,

the posterior distribution is given by

p
(
θ`|M `, D

)
=
p
(
D|M `,θ`

)
p
(
θ`|M `

)
P [D|M `]

(5.3.1)

where p
(
D|M `,θ`

)
is the likelihood function based on the predictive distribution for the

network response of model M `(θ`), the quantity P
[
D|M `

]
=
∫
p
(
D|M `,θ`

)
p
(
θ`|M `

)
dθ`

is the evidence of model class M `, and p
(
θ`|M `

)
is the prior probability density function

selected for the probabilistic model class M `. The last information is used to quantify

the initial plausibility of each predictive model defined by the value of the parameters

θ`, allowing in this manner prior information to be incorporated. In most cases a uniform

distribution is considered, since only the feasible range of each parameter is usually known.

On the other hand, the likelihood function considered in this work is described in the

following section.

5.3.1 Likelihood function

The likelihood function p
(
D|M `,θ`

)
is a measure of how plausible is to obtain mea-

surement data D from hydraulic model M `(θ`). In what follows, it is assumed that D

contains NF flow tests performed at NL monitoring locations. Each flow test corre-

sponds to a single realization of the measurements, including NQ quantities of interest

for each location. The corresponding flow data is contained in the vector y∗ ∈ RNdata ,

where Ndata = NF × NL × NQ. For example, the flow data set may consist of pressure

heads, flow rates, or concentration rates obtained at the NL monitoring locations. Let also

y(θ`) ∈ RNdata be a vector containing all the corresponding flow quantities at the moni-

toring locations, computed from model M `(θ`). The vector e(θ`) ∈ RNdata comprising all

the prediction errors is defined as

e(θ`) = y∗ − y(θ`) (5.3.2)

Note that the prediction errors are defined as differences between model predictions

and sensor measurement data, which are due to both flow network modeling errors and

measurement devices accuracy. Such issues are unavoidable in the hydraulic modeling and

data collection processes of real-life water distribution networks.
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This work considers a deterministic mapping between the network state parameters

and the flow predictions, θ → y(θ`). In this work, the prediction errors are modeled as

normally distributed with zero mean and covariance matrix Σ. The likelihood function

p
(
D|M `,θ`

)
is then written as

p
(
D|M `,θ`

)
= det (2πΣ)−

1
2 exp

[
−1

2
J
(
θ`,y∗

)]
(5.3.3)

where J
(
θ`,y∗

)
is a weighted measure of fit between the model prediction and the flow

data, given by

J
(
θ`,y∗

)
=
[
y∗ − y(θ`)

]T
Σ−1

[
y∗ − y(θ`)

]
(5.3.4)

In the actual implementation, the prediction errors are assumed independent and, there-

fore, the covariance matrix Σ is a diagonal matrix comprising the prediction error vari-

ances. Note that this assumption implies that prediction errors, from different locations

and different flow tests, are statistically independent. Nevertheless, different prediction

error model classes can be used as well, including models that consider correlation between

prediction errors [71, 72]. The effect of such considerations into the effectiveness of the

proposed method is left for future research efforts.

Finally, it is also possible to consider stochastic hydraulic models [73, 74] within the

proposed approach, allowing to explicitly include irreducible uncertainties (e.g., stochastic

demand of users) into the detection process. In this scenario, the mapping θ → y(θ`) for

model M `(θ`) is probabilistic and flow predictions y(θ`) follow a multivariate probability

density function p(y(θ`)). This means that the likelihood function p
(
D|M `,θ`

)
can be

obtained, in principle, by simulation. In fact, current developments in this area [75] can

be integrated in the proposed framework to address detection-related problems involving

stochastic hydraulic models. Such considerations are left for future research efforts.

5.3.2 Simulation-based approach

For globally identifiable cases, that is, when the set of most probable model param-

eters is a singleton, asymptotic approximations of the Bayesian predictive integrals have

been used in a number of applications with sufficient accuracy [44, 51, 52]. In this case,

the posterior distribution of the model parameters θ` is very peaked and is asymptotically

approximated by a multi-dimensional Gaussian distribution centred at the most probable

value of the model parameters. In this setting, the most probable value for the model

parameters are the ones that maximize the posterior probability density function in Equa-
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tion (5.3.1). The corresponding evidence can be estimated based on this value for the

model parameters.

The cases previously described usually arise when large amount of data and a relatively

accurate modeling of the system under study are available. However, usual situations in

real-life utility networks lead to cases where the posterior probability density function

is not very peaked, flat or multimodal. In those cases, the validity of using asymptotic

approximations is doubtful. To avoid these difficulties and to treat potentially ill-posed

detection-problems, a simulation-based Bayesian model updating method is adopted here

as a tool for obtaining a posterior sample and estimating the corresponding evidence.

Specifically, an advanced simulation technique called transitional Markov chain Monte

Carlo is implemented [4, 54].

5.4 Advanced simulation technique

The transitional Markov chain Monte Carlo algorithm (TMCMC) is a multilevel sim-

ulation approach introduced in [4] to address several problems in the context of Bayesian

model updating. A number of applications have shown the effectiveness and generality

of this technique in Bayesian model updating, model class selection, model averaging,

etc [4, 76–78]. A thorough description of the algorithm, including a pseudo-code with the

actual implementation, is provided in Appendix C. For completeness, the main ideas and

key features of the technique are described in the next subsections.

5.4.1 Basic ideas of transitional Markov chain Monte Carlo

The main idea of the algorithm is to sample from a sequence of intermediate non-

normalized distributions {pj(θ`) : j = 0, . . . ,m} that converges to the posterior distribu-

tion. Such sequence is defined as

pj(θ
`) ∝ p(θ`|M `)p(D|M `,θ`)αj , j = 0, . . . ,m (5.4.1)

where 0 = α0 < · · · < αm = 1, and ∝ means proportional. The method starts sampling

from the prior distribution (j = 0) and ends sampling from the posterior distribution

(j = m). The αj-values are selected such that subsequent distributions present a similar
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shape. As a result, the algorithm generates m+ 1 sets of samples

{θ`jk : k = 1, . . . , Nj}, j = 0, . . . ,m (5.4.2)

where θ`jk is the k-th sample obtained at stage j, and Nj is the total number of samples

generated at stage j. Markov chain Monte Carlo [66, 67] is applied at stages j = 1, . . . ,m

to obtain the required sample.

5.4.2 Evidence estimate

One of the most relevant features of the algorithm, in the proposed framework, is the

estimation of the evidence P [D|M `] ≈ Ŝ` as [4]

P
[
D|M `

]
≈ Ŝ` =

m−1∏
j=0

 1

Nj

Nj∑
k=1

p(D|M `,θ`jk)
αj+1−αj

 (5.4.3)

where {p(D|M `,θ`jk) : k = 1, . . . , Nj} are the likelihood values already obtained at stage j.

5.4.3 Posterior sampling

The method not only indicates the most plausible model class, but also provides revised

information about the corresponding model parameters in terms of a sample from the

posterior distribution. Besides, the simulation technique can handle globally identifiable

as well as strictly unidentifiable systems. In this way, the approach is more general than

traditional techniques that try to find one single value for the model parameters.

5.4.4 Implementation issues

High performance computing techniques at the computer hardware level can be con-

sidered to enhance the computational efficiency of the proposed approach. In fact, the

transitional Markov chain Monte Carlo method contains a large number of chains which

are perfectly parallel [4, 68]. Thus, a number of computer workers can handle the genera-

tion of samples corresponding to the different chains. The load balance in the computer

workers can be based, in principle, on a static or dynamic job-scheduling scheme [68, 69].

In addition, parallelization can also be used at the model class level. Actually, the proba-

bilistic model classes are independent from each other, which means that the estimation of

the evidence of the different model classes can be performed concurrently. Therefore, these

analyses can be carried out simultaneously taking advantage of available parallelization

techniques.
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Chapter 6

APPLICATION 2: LEAKAGE

DETECTION

Leakage involves hydraulic resource escaping from a water distribution system in an

uncontrolled manner. Such a phenomenon constitutes one of the most important problems

in water utility networks. This chapter demonstrates the application of the proposed

Bayesian approach to the study of a leakage detection problem, involving a real-life water

distribution system. Two scenarios in terms of the leakage location are taken into account.

The effects of sensors configuration, modeling errors and measurement noise into the quality

of the detection process are investigated. The results show the effectiveness of the proposed

approach, as well as its robustness to model and measurement errors. Moreover, it is shown

that the approach is able to identify thresholds for these errors beyond which no reliable

identification of the leakage location is possible.

6.1 Problem formulation

6.1.1 Description of the network

The hydraulic network analysed in this chapter corresponds to the water distribution

system of Concepción, a city of 250000 inhabitants located in the south of Chile. The

layout of the EPANET model is shown in Figure 6.1. The North-South dimension is

about 12.2 [km], whereas the East-West dimension is about 8.7 [km]. The hydraulic model

52



Chapter 6. APPLICATION 2: LEAKAGE DETECTION 53

consists of 10158 nodes, 9896 pipes and 20 storage tanks. In addition, the distribution

system has 1506 valves and 8 impulse pumps. In the context of this application example,

steady-state conditions are considered. Appendix D presents a more detailed description

of the steady-state solution of water distribution networks in the context of EPANET.

Figure 6.1: Water distribution system of Concepción

The total demand of the network is 1690 [l/s], which is distributed over 5209 nodes (i.e.

4949 nodes have no demand). The corresponding nominal demands of the nodes are shown

in Figure 6.2. These conditions represent a standard scenario in terms of the users require-

ments. The minimum and maximum nodal demands are 1.0 × 10−3 [l/s] and 35.0 [l/s],

respectively. The water distribution system comprises 504 [km] of pipelines, modeled with

9896 pipes. The lengths of the pipes, arranged in an increasing manner, are presented in

Figure 6.3. Note that the minimum and maximum lengths are 0.3 [m] and 1437.5 [m],

respectively. Pipes of five different materials are used in the network, namely, high density

polyethylene (HDPE), polyvinyl chloride (PVC), asbestos cement (AC), steel, and cast

iron. The corresponding nominal roughness coefficients (Hazen-Williams coefficients) of
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the different materials are 140, 140, 130, 100 and 80, respectively. Information about the

number and total length of pipes of the different materials is provided in Table 6.1.
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Figure 6.2: Nodal demands in hydraulic model of Concepción
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Figure 6.3: Lengths of pipes in hydraulic model of Concepción

Table 6.1: Number of pipes and total length of different materials. Application example 2

Material Number of pipes Total length [km]

High density polyethylene (HDPE) 237 11.8
Polyvinyl chloride (PVC) 5123 238.7

Asbestos cement (AC) 2809 148.4
Steel 178 20.7

Cast iron 1549 84.4
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6.1.2 Definition of sectors with leakage

For illustration purposes, two scenarios in terms of the leakage location are considered.

In the first case, leakage is assumed to occur in a peripheral sector of the network. The

corresponding sector is identified in Figure 6.4 as Leakage Sector 1. In the second case,

leakage is assumed to be located in a central sector of the network, identified in Figure 6.4

as Leakage Sector 2. Note that both sectors are quite different regarding their interaction

with the rest of the network: the central position of Leakage Sector 2 leads to a more

complex influence of the rest of the network, in comparison lo Leakage Sector 1.

Figure 6.4: Leakage sectors in hydraulic network of Concepción

Figure 6.5 (left) shows the layout of Leakage Sector 1 in more detail, which contains 95

nodes and 100 pipes. On the other hand, Figure 6.5 (right) presents the layout of Leakage

Sector 2, consisting of 45 nodes and 50 pipes. Both sectors are different in terms of their

topology: Leakage Sector 1 shows a branched topology, whereas Leakage Sector 2 presents

a looped topology. Note that other network sectors can be considered in this framework

as well.
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Figure 6.5: Layout of Leakage Sector 1 (left) and Leakage Sector 2 (right). C: connection
nodes to the rest of the network. ⊗: location of flow meters

In terms of leakage modeling, this work considers a demand-driven approach. The

leakage location is simulated by adding a node at the midpoint of the damaged pipe.

The prescribed flow demand in that node corresponds to the amount of leakage (leakage

intensity). Specifically, it is assumed that leakage in Sector 1 occurs in pipe number 72,

while pipe number 40 is the one that leaks in Sector 2 (see Figure 6.5). The leakage

intensity considered for each case is equal to 5% of the total demand of the sector. These

quantities correspond to realistic scenarios in engineering practice. The corresponding

numerical values are presented in Table 6.2. Note that the leakage intensities in Sector 1 and

Sector 2 correspond to 0.020% and 0.065% of the total demand of the network, respectively.

Validation calculations have shown that leakage location cannot be identified correctly for

leakage severity smaller than 3% of the water volume supplied in each sector.

Table 6.2: Definition of leakage in each sector

Total demand Leakage Leakage intensity
[l/s] location (Qleak) [l/s]

Leakage Sector 1 8.1 Pipe 72 0.405
Leakage Sector 2 22.0 Pipe 40 1.100

It is important to remark that the scenarios considered in this work, which assume that

leakage is already known to be located in some specific sector of the network, are quite

realistic. In fact, current methodologies allow to determine, based on available field data,

if there are water losses in a certain sector of the network [79,80]. Such state of knowledge

is usually referred to as leakage awareness [81]. Thus, the objective of this application
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example is to determine the specific position, at the level of hydraulic model components,

where leakage is located in a specific sector. In other words, the proposed approach is used

in this chapter to locate leaks in a sector that has already been identified to contain leaks.

6.1.3 Simulated data

The data D considered in the detection process consists of simulated measurements.

These measurements are obtained from a prescribed hydraulic model that is referred to as

actual network. In order to consider more realistic conditions, this work explicitly takes

into account both measurement errors and modeling errors. In this setting, measurement

errors are related to differences between the flow measurements used for the detection

process and flow predictions from the actual network, whereas modeling errors correspond

to differences between the actual network and the class of hydraulic models used for the

detection process, i.e. the hydraulic networks considered in the set of probabilistic model

classes M.

In the context of this chapter, only one quantity of interest is obtained at each location

(NQ = 1). Then, simulated data is defined as

y∗ =
〈
y∗1

T , . . . ,y∗NF
T
〉T

(6.1.1)

where y∗i ∈ RNL , i = 1, . . . , NF is a vector containing the measurements obtained at the

NL locations for the i-th flow test, defined by

y∗i =
〈
y∗i,1 , . . . , y

∗
i,NL

〉T
(6.1.2)

and y∗i,j , j = 1, . . . , NL is the measurement obtained at the j-th measurement during the

i-th flow test.

Following some of the ideas presented in [44], the simulated measurements obtained for

each flow test y∗i are generated as

y∗ij = ymodel
ij + ynoise

ij (6.1.3)

where ymodel
ij is the flow prediction obtained from flow test i at location j in the actual

network, and ynoise
ij accounts for the measurement error that comes from the corresponding

sensor.
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The characteristics of the hydraulic model considered to obtain ymodel
ij deviate from

the nominal characteristics defining the class of models used in the identification process.

Specifically, the characteristics that are perturbed from their nominal values are the pipe

roughness coefficients and the nodal demands. The variation from the nominal values of

the previous characteristics at each pipe and node is assumed to follow a zero mean uni-

form distribution with bounds (−α, α) and (−β, β), respectively. These values represent

the magnitude of the model errors expressed as a percentage of the nominal values of the

network properties. The perturbed characteristics define the actual network, which is as-

sumed to be representative of the actual behaviour of the water distribution system. Then,

it is clear that the class of probabilistic model classes considered for the detection process

is not capable to reproduce exactly the behaviour of the actual network.

The term ynoise
ij is assumed to be representative of the magnitude of measurement er-

rors obtained in flow test i at location j. In the context of this work, ynoise
ij are assumed

to be independent and uniformly distributed random variables with bound (−γ, γ). The

magnitude of γ represents the size of measurement error expressed as a percentage of the

actual network predictions, such that |ynoise
ij | ≤ γ|ymodel

ij |.

As already discussed in the previous chapter, several quantities of interest can be con-

sidered to carry out the detection process. In the context of leakage detection, it is possible

to consider pressure measurements or flow measurements. Nevertheless, preliminary results

showed that pressure measurements were not very informative to carry out the detection

process in this large-scale water distribution network. Therefore, the flow data set con-

sidered here consists of flow rates in the pipes. Specifically, five measurement locations in

each leakage sector are considered, as presented in Figure 6.5. It can be seen that these

monitoring devices (flow meters) are spread over important sections of each leakage sector

and they are relatively far from the vicinity of the leaked pipe (pipe 72 in Leakage Sector 1

and pipe 40 in Leakage Sector 2).

6.1.4 Probabilistic model classes

In this application example, each model class M ` considers a node at the mid-point of

a pipe in the section under consideration, where the corresponding nodal demand θ` = θ`

is the leakage intensity (demand-driven approach). In other words, the hydraulic model

M `(θ`) considers a node at the midpoint of the `-th pipe with prescribed demand θ`.
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Then, each probabilistic model considers one uncertain parameter, interpreted as the

leakage intensity at the `-th location. In the context of this chapter, the model class

M `, ` = 1, . . . , Nclass is called the `-th leakage event.

The set of probabilistic model classes M considers all pipes within the sector where leak-

age is assumed to be. Thus, the total number of probabilistic model classes coincides with

the total number of pipes in the sector, since only one leakage location is assumed to hap-

pen. In a more general setting, if the sector under consideration consists of P pipe sections

where leakage can occur and there are K leakage locations (pipe sections that simulta-

neously present leakage), the total number of leakage events is Nclass = P !/K!(P − K)!.

Besides, each model class is parametrized by a vector θ` ∈ Θ` ⊂ RK that specifies the

amount of leakage outflow at the corresponding K leakage locations of leakage event `. In

this work, only one leakage location is considered, that is K = 1 and Nclass = P . This is a

realistic assumption, since the damage in pipes is expected to occur progressively. Then,

Leakage Sector 1 gives Nclass = 100 and Leakage Sector 2 gives Nclass = 50. Model class

M72 corresponds to the actual leakage location in Sector 1, whereas leakage in Sector 2

corresponds to M40.

The likelihood function of each probabilistic model class was described in Section 5.3.1.

On the other hand, the prior distribution for each probabilistic model class is uniform,

ranging from zero to three times the actual leakage intensity (Qleak). This upper limit

is chosen to consider a rather wide support region for leakage intensity values. In fact,

preliminary calculations show that any other value for the upper limit can be selected

without affecting the performance of the detection procedure, as long as the support region

remains sufficiently large to contain the actual amount of leakage.

p
(
θ`|M `

)
=


1

3Qleak
, 0 ≤ θ` ≤ 3Qleak

0, otherwise

, ` = 1, . . . , Nclass (6.1.4)

6.1.5 Implementation details

The Bayesian model updating procedure was performed, for each probabilistic model

class, by using the transitional Markov chain Monte Carlo method with 1000 samples

per stage in both sectors. On the other hand, the covariance matrix in equations (5.3.3)

and (5.3.4) is taken as Σ = σ2I, where I is the identity matrix and σ2 is a positive number.
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6.2 Idealized scenario

An idealized scenario with α = β = γ = 0 and only one flow test is considered here.

Then, the nominal characteristics of the hydraulic models used for the identification pro-

cedure coincide with the ones of the actual network. Besides, the flow predictions from the

actual network are directly used for the identification process (there are no measurement

errors). The corresponding results for both sectors are discussed in what follows.

6.2.1 Leakage Sector 1

As already pointed out, a total of 100 probabilistic model classes are considered for this

sector. The normalized evidences of all model classes are presented in Figure 6.7. Since all

probabilistic model classes have the same prior probability, the most probable model class

is the one with the highest evidence. It is observed that M72 is the most probable leakage

event, which coincides with the actual location of the leakage (see Figure 6.5). Moreover,

the evidence values corresponding to undamaged pipes are negligible. Thus, the proposed

approach is successful in detecting the actual location of leakage when no modeling or

measurement errors are introduced. Recall that the leakage intensity corresponds to 0.02%

of the total water volume supplied in the network (see Table 6.2).
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Figure 6.6: Normalized evidences of all model classes. Leakage Sector 1. Idealized scenario

The simulation-based approach formulated in this work allows to obtain a sample from

the posterior distribution. This allows to get an insight into the identification process

and the behavior of the system. Figure 6.7 shows the histograms of the samples of the

model parameter θ72 (leakage intensity) during the different stages of the transitional

Markov chain Monte Carlo method. Note that six simulation steps are required to obtain a

FEDERICO SANTA MARÍA TECHNICAL UNIVERSITY



Chapter 6. APPLICATION 2: LEAKAGE DETECTION 61

sample from the posterior distribution and the evidence estimate. The posterior histogram

(stage 5) shows that the samples of this model parameter are distributed around the actual

value θ72 = 0.405. Moreover, the mean of the posterior sample is equal to θ̄72 = 0.404. In

other words, this model class is able to identify the leakage intensity.
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Figure 6.7: Histograms of samples obtained at each stage of TMCMC. Leakage sector 1

6.2.2 Leakage Sector 2

The detection procedure in Leakage Sector 2 considers 50 model classes. The normalized

evidences of all model classes are presented in Figure 6.9. These results are analogous to

the ones observed in Leakage Sector 1: the proposed method identifies correctly the leakage

location (pipe number 40, see Figure 6.5). Recall that, in this case, the leakage intensity

corresponds to 0.065% of the total water volume supplied in the network (see Table 6.2).

Figure 6.9 shows the normalized histograms of model parameter θ40 (leakage intensity)

obtained at different stages of the transitional Markov chain Monte Carlo method. The

posterior histogram (stage 4) is distributed around the actual value θ40 = 1.10. Then, the

method is able to identify the actual leakage intensity for this central sector of the network.
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Figure 6.8: Normalized evidences of all model classes. Leakage Sector 2. Idealized scenario
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Figure 6.9: Histograms of samples obtained at each stage of TMCMC. Leakage sector 2

6.3 Effect of modeling errors: roughness coefficients

This section presents the results of the detection process when considering errors only

in the roughness coefficients, that is, β = γ = 0 and α 6= 0. Specifically, two levels of

error intensity are considered: α = 5% and α = 10%. As already pointed out, model

errors in pipes are imposed by perturbing the values of all pipe roughness coefficients in
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the hydraulic network considered to obtain the data for the identification procedure. Note

that this setting gives a total of 9896 hydraulic model parameters that deviate from the

nominal characteristics.

6.3.1 Leakage Sector 1

The results associated with the detection of the leakage location in Sector 1 under

modeling errors in the pipe roughness coefficients are presented in Figure 6.10. A single

flow test is considered for both intensity levels. Note that the maximum value of the

evidence is obtained for probabilistic model class M72 in the cases α = 5% and α = 10%.

The evidences of the other probabilistic model classes are almost zero. This shows that

the proposed approach allows to clearly identify the damaged pipe in Leakage Sector 1

under relatively large modeling errors introduced in the roughness coefficients of the actual

network. In fact, validation calculations show that the detection process is successful

for modeling errors as high as α = 20%, which are unfeasible for the type of pipelines

considered in this application example.
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Figure 6.10: Normalized evidences. Leakage Sector 1. Modeling error of pipe roughness
coefficients. Left: α = 5%. Right: α = 10%

The expected leakage intensity can be estimated as the average of the posterior samples

obtained for the most probable model class, which gives 0.38 [l/s] and 0.40 [l/s] for α = 5%

and α = 10%, respectively. These values compare well to the actual amount of leakage.

However, such estimates correspond to a single realization of the measurements. Clearly,

the results will change if the identification process is carried out with different simulated

data. In order to assess the actual bias of the estimate of the leakage intensity, independent

runs of the detection process were implemented considering α = 10%. In other words, a
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number of identification processes associated to different realizations of the measurements

(i.e. data obtained from actual networks with different pipe roughness coefficients) were

developed to obtain a number of posterior mean estimates. The corresponding sample

average of the mean estimates in terms of the number of independent runs of the detection

process is presented in Figure 6.11. It is observed that the sample average stabilizes very

fast to the actual amount of leakage, θ72 = 0.404 [l/s]. Thus, the estimate of the leak

intensity is practically unbiased. Recall that only one flow test is considered to obtain

these results.
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Figure 6.11: Sample average of the mean estimates of leakage intensity in terms of the
number of independent detection processes. Modeling error of pipe roughness coefficients
(α = 10%). Leakage Sector 1

6.3.2 Leakage Sector 2

Validation calculations have shown that the proposed approach is able to identify the

actual leakage location in Sector 2 when considering an intermediate level of modeling

errors in the pipe roughness coefficients (α = 5%). Nonetheless, the effectiveness of the

proposed approach is decreased when a higher level of modeling errors in pipe roughness

coefficients is introduced, namely α = 10%. As depicted in Figure 6.12 (left), the most

probable model class corresponds to pipe number 28 when only one flow test is considered

in the case of α = 10%. Thus, the proposed approach is not able to identify the correct

location of the leakage event with only one flow test.

The performance of the method is improved when more information is available. Fig-

ure 6.12 (right) shows the normalized evidences of probabilistic model classes when ten flow

tests (NF = 10) are considered, that is, the flow rates at the specified locations correspond-
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ing to ten different realizations of the pipe roughness coefficients. In this case, the proposed

approach correctly identifies the actual leakage location (M40). These results show that

the effectiveness of the proposed approach in Leakage Sector 2 is more sensitive to the

effect of modeling errors in pipe roughness coefficients than in Leakage Sector 1. This is

due to the central location of Leakage Sector 2, which leads to a more complex interac-

tion with the rest of the network. On the other hand, the sample average of the mean

estimates of the amount of leakage in terms of the number of independent runs of the de-

tection process for this case converges to a value very close to the actual amount of leakage,

θ40 = 1.10 [l/s]. Therefore, the identification process is quite robust to model errors in pipe

roughness coefficients for the network and the levels of uncertainty under examination.
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Figure 6.12: Normalized evidences. Leakage Sector 2. Modeling error of pipe roughness
coefficients α = 10%. Left: one flow test. Right: ten flow tests

6.4 Effect of modeling errors: nodal demands

This section presents the results of the detection process when considering errors only

in the nodal demands, that is, α = γ = 0 and β 6= 0. Specifically, two levels of error

intensity are considered: β = 5% and β = 10%. In this setting, a total of 5209 hydraulic

model parameters in the actual network deviate from the nominal characteristics.

6.4.1 Leakage Sector 1

When considering modeling error in the nodal demands, the results of the detection

process in Leakage Sector 1 are similar to the ones observed in Section 6.3.1. Figure 6.13

shows the normalized evidences corresponding to two levels of modeling errors in the nodal
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demands, namely β = 5% and β = 10%. The leakage location is correctly identified in both

cases. In order to study the bias of the mean estimate, Figure 6.14 shows the sample average

of the mean estimates of the leakage intensity in terms of the number of independent runs

of the detection process. Note that the agreement between the stabilized sample average

and the actual amount of leakage is excellent. Only one flow test has been considered to

obtain these results.
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Figure 6.13: Normalized evidences. Leakage Sector 1. Modeling error of nodal demands.
Left: β = 5%. Right: β = 10%
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Figure 6.14: Sample average of the mean estimates of leakage intensity in terms of the
number of independent detection processes. Modeling error of nodal demands (β = 10%).
Leakage Sector 1

6.4.2 Leakage Sector 2

The results obtained for Leakage Sector 2 are qualitatively similar to the ones obtained

for Leakage Sector 1. The proposed approach is able to identify the location of leakage for
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the levels of modeling errors in nodal demands considered in this work, namely β = 5%

and β = 10%. Moreover, the sample average of the mean estimates of the leakage intensity

in terms the number of independent runs of the detection process stabilizes rapidly to

the actual amount of leakage, θ40 = 1.10 [l/s]. The previous results have been obtained

with only one flow test. Thus, for the network under examination and within the levels of

uncertainties considered, the identification process is quite robust to model errors in nodal

demands.

6.5 Effect of measurement errors

This section presents the results of the detection process when considering only mea-

surement errors, that is, α = β = 0 and γ 6= 0. Recall that the measurement errors are

simulated by adding a zero mean uniform noise in the data generated by the actual net-

work. Specifically, two intensity levels are considered here: γ = 2% and γ = 5%. These

errors are within reasonable values considering current sensor technologies and common

engineering practice. In this case, the characteristics of the actual network coincide with

the nominal characteristics of the hydraulic models used for the identification procedure.

6.5.1 Leakage Sector 1

Figure 6.15 shows the normalized evidences for the cases γ = 2% (left) and γ =

5% (right) obtained when only one flow test is available (NF = 1). It is observed that the

method identifies correctly the leakage location for the case γ = 2%. However, the method

fails to identify the correct location with only one flow test under larger measurement errors

(γ = 5%). In fact, the maximum normalized evidence corresponds to leakage at pipe 10 in

Figure 6.15 (right). The performance of the identification process improves when including

more data about the behaviour of the system. Figure 6.16 shows the normalized evidence

when considering 15 flow tests at each location. Note that the actual leakage location is

identified as the most probable (model class M72). The corresponding sample average of

the mean estimates of the amount of leakage in terms of the number of independent runs of

the detection process, is shown in Figure 6.17. As in the previous cases, the sample average

stabilizes very fast to the actual amount of leakage, θ72 = 0.405 [l/s], which suggest that

the estimate of the amount of leakage is also unbiased for this case.
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Figure 6.15: Normalized evidences. Leakage Sector 1. Measurement noise. Left: γ = 2%.
Right: γ = 5%. One flow test at each monitoring location
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Figure 6.16: Normalized evidences. Leakage Sector 1. Measurement noise: γ = 5%. 15
flow tests at each monitoring location

6.5.2 Leakage Sector 2

As in the previous cases, the results associated with Leakage Sector 2 are qualitatively

similar to the ones obtained for Leakage Sector 1. When considering one flow test and mod-

erate measurement errors (γ = 2%), the normalized evidences of probabilistic model classes

are practically identical to the ones observed in the idealized scenario (see Figure 6.8). On

the other hand, the method requires more flow tests to detect the actual location under

larger measurement errors, i.e. γ = 5%. Figure 6.18 (left) shows the normalized evidences

associated to the case γ = 5% and 20 flow tests at each location. In this case, pipe 47 is

identified as the most probable one (incorrect leakage location). Validation calculations,

which are presented in Figure 6.18 (right), show that only when 40 flow tests are included

in the detection process, the most probable model class corresponds to the actual leakage

event (M40).
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Figure 6.17: Sample average of the mean estimates of leakage intensity in terms of the
number of independent detection processes. Measurement noise (γ = 5%). 15 flow tests
at each location. Leakage Sector 1
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Figure 6.18: Normalized evidences. Leakage Sector 2. Measurement noise: γ = 5%. Left:
20 flow tests at each monitoring location. Right: 40 flow tests at each monitoring location

The sample average of the mean estimates of the amount of leakage in terms of the

number of independent runs of the detection process is presented in Figure 6.19. The

results correspond to γ = 5% and 40 flow tests at each monitoring location. It is seen that

the sample average converges very rapidly to the actual leakage intensity, θ40 = 1.10 [l/s].

This suggests that, as in the previous cases, the mean estimate is unbiased.
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Figure 6.19: Sample average of the mean estimates of leakage intensity in terms of the
number of independent detection processes. Measurement noise (γ = 5%). 40 flow tests
at each location. Leakage Sector 2

6.6 Effect of model and measurement errors

This section investigates the performance of the detection procedure when modeling

and measurement errors are considered simultaneously. For illustration purposes, large

measurement errors (γ = 5%), and large modeling errors in roughness coefficients and

nodal demands (α = β = 10%) are considered.

Figure 6.20 shows the normalized evidences obtained in Leakage Sector 1, corresponding

to 45 flow tests. The method is able to identify the actual leakage location in this sce-

nario, since model class M72 maximizes the posterior probability. Note that the posterior

probability values of the other model classes are relatively larger than the ones observed

when considering only measurement errors (see Figure 6.16). It is also observed that the

leakage location cannot be correctly detected if less than 45 flow tests are considered. This

number of flow tests represents the minimum amount of measurements beyond which no

reliable identification is possible. On the other hand, the average of the mean estimates of

the leakage intensity stabilizes very fast to the actual value.

Further calculations show that the identification associated to Leakage Sector 2 is

qualitatively similar to the one obtained in Leakage Sector 1. That is, the minimum

number of flow tests required for a correct identification is increased with respect to the

previous sections.
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Figure 6.20: Normalized evidences. Leakage Sector 1. Error in roughness coefficients:
α = 10%. Modeling error in nodal demands: β = 10%. Measurement noise: γ = 5%. 45
flow tests at each monitoring location

6.7 Effect of sensors configuration

This section investigates the effect of sensors into the effectiveness of the proposed

approach. For illustration purposes, an alternative 5-sensor layout distributed closer to

the leakage location in Sector 1 is considered. The effectiveness of the approach under

different configurations in terms of the number of sensors is also demonstrated in this

section. The results show the relevance of the design of effective monitoring strategies.

6.7.1 Alternative sensor layout

The location of sensors within the water distribution systems has a significant impact

into the quality of the leakage detection procedure. In order to demonstrate this, an al-

ternative configuration of flow meters in Leakage Sector 1 is considered. This alternative

layout is presented in Figure 6.21. Note that the flow meters are now located closer to

the actual location of the leakage (pipe number 72), in comparison to the configuration

presented in Figure 6.5 (left).

The results obtained using the alternative layout show that the detection processes

under modeling errors are similar to the ones observed with the previous sensor configu-

ration. In other words, the new configuration is as informative as the original one when

only modeling errors are considered. The location and severity of leakage are correctly

identified with only one flow test in this case.
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Figure 6.21: Alternative layout of flow meters. C: connection nodes to the rest of the
network. ⊗: location of flowmeters

In the case of moderate measurement errors (γ = 2%), the performance of the new

layout is similar to the one observed for the original configuration (see Section 6.5.1).

Under larger measurement errors (γ = 5%), however, the alternative sensor arrangement

seems to improve the detection procedure when compared to the original layout. In fact,

the results presented in Figure 6.22 (left) show that model class M72 presents the highest

evidence when only one flow test at each monitoring location is considered, although leakage

event 57 also presents a relatively high evidence value. Nonetheless, the identification of

the correct leakage location is significantly clearer when considering 10 flow tests at each

sensor location, as depicted in Figure 6.22 (right). On the other hand, the corresponding

sample average of the mean estimates in terms of the number of independent runs of the

detection process is shown in Figure 6.23. Once again, the results suggest the unbiasedness

of the mean estimate, since the sample average converges to the actual leakage intensity.

As a final remark, the identification results obtained from the new sensor configuration are

most robust in the sense that the correct leakage location can be predicted with a smaller

number of flow tests at each monitoring location.

6.7.2 Number of sensors

The effect of the number of sensors on the detection performance of the proposed

scheme is now addressed. For illustration purposes, five scenarios are considered in terms

of the number of flow meters. The description of these scenarios is presented in Table 6.3,

in connection with the layout and identification of sensors presented in Figure 6.21. The

results of the detection process for each scenario are summarized in Table 6.4. These re-

sults correspond to the case of large measurement errors (γ = 5%) and 10 flow tests at each

monitoring location. Note that the leakage location cannot be correctly identified below a

FEDERICO SANTA MARÍA TECHNICAL UNIVERSITY



Chapter 6. APPLICATION 2: LEAKAGE DETECTION 73

20 40 60 80 100

Model class

0

0.2

0.4

0.6

0.8

1

N
o
rm

a
li
ze

d
E
v
id

en
ce

20 40 60 80 100

Model class

0

0.2

0.4

0.6

0.8

1

N
o
rm

a
li
ze

d
E
v
id

en
ce

Figure 6.22: Normalized evidences. Alternative sensor layout. Measurement noise: γ =
5%. Left: 1 flow test at each monitoring location. Right: 10 flow tests at each monitoring
location
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Figure 6.23: Sample average of the mean estimates of leakage intensity in terms of the
number of independent detection processes. Measurement noise (γ = 5%). 10 flow tests
at each location. Alternative sensor location

minimum number of sensors. Even though the analysis considers an incomplete number of

possible scenarios (in terms of the sensors utilized), it is clear that the number of sensors

plays a significant role on the performance of the identification process.

The analyses conducted in this section show that adequate monitoring strategies can

have a significant impact on detection processes. Moreover, sampling design methods for

locating sensors can improve detection and diagnosis results. These issues are a pivotal task

for monitoring critical infrastructure systems [53,81–83]. The fundamental goal is to obtain

the maximum possible information from the water distribution network by selecting the

optimal number and location of sensors. Moreover, the economic feasibility and impact of
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Table 6.3: Description of scenarios in terms of the flow meters used during the identification
process

Scenario Sensors used

1 1
2 1–2
3 1–2–3
4 1–2–3–4
5 1–2–3–4–5

Table 6.4: Most probable model classes for different scenarios

Scenario Most probable model classes

1 (several incorrect locations are predicted)
2 14 (incorrect leakage location)
3 72 (correct leakage location)
4 72 (correct leakage location)
5 72 (correct leakage location)

the monitoring strategies are important issues that need to be explicitly considered into the

decision-making process. These are challenging problems and constitute a future research

effort.

6.8 Computational cost

In this application example, each hydraulic simulation of the network (the solution

of one set of non-linear equations associated to steady-state conditions) takes approxi-

mately 0.22 [s]. The total number of hydraulic simulations depends on the number of

stages required by the transitional Markov chain Monte Carlo method and the sample size

specified for each stage (1000 samples per stage in this case). This gives an average of

22 [min] required to estimate the evidence of each probabilistic model class. Considering

that all model classes are completely independent, the entire model class selection process

takes about 4.5 hours. The previous computational efforts are based on the implementation

of the proposed approach in available four-core multi-threaded computer units.
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6.9 Final remarks

The results presented in this chapter have shown that the proposed approach can

be applied to leakage detection problems involving real-life water distribution networks.

Moreover, the methodology allows to correctly predict the location and the severity of the

prescribed leakage for the network under investigation. The effect of modeling errors and

measurement noise was investigated by considering them to generate the synthetic mea-

surements. Validation calculations showed that the performance of the detection process

becomes more sensitive to these errors as the leakage intensity decreases. Moreover, it was

observed that no reliable diagnosis can be obtained beyond certain thresholds for leak-

age intensity, modeling errors and measurement noise. If these thresholds are trespassed,

available data does not allow to properly represent the behaviour of the actual system

and, therefore, no reliable identification can be made. The proposed approach is able to

identify these thresholds, providing valuable information about the water utility network.

Finally, the location and number of sensors have a significant effect on the capabilities of

the proposed methodology. The definition of optimal monitoring strategies to improve the

effectiveness of detection processes is a highly relevant issue that is left for future research

efforts.
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Chapter 7

APPLICATION 3:

CONNECTIVITY DETECTION

Current management of water utility networks involves a constant evolution of their

topology, changes in their control elements and definition of new operational schedules, in

order to address new users requirements and changing environmental conditions. Examples

of these situations include the construction of pipelines, control valves and water supply

facilities. Some of the issues arising in this rapidly changing context are related to the

incorrect representation of water distribution systems at decision-making levels. One of

the common problems faced by water utility managers in this regard is the imprecise

topological characterization of hydraulic models. In particular, incorrect connectivity in

terms of pipe elements is usually found in real-life hydraulic models. In this chapter,

the proposed Bayesian framework is implemented to handle the connectivity detection

problem. Here, the objective is to identify the unknown location of a certain pipeline based

on available data. The application example involves the hydraulic model of a real-life water

distribution network under quasi-dynamic conditions. The results show the applicability

and effectiveness of the proposed approach in this class of problems, which naturally arise

as strictly unidentifiable systems.
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7.1 Problem formulation

7.1.1 Description of the network

The case of study considered in this chapter involves the water distribution system of

an urban area in Viña del Mar, Chile. The system comprises two distribution sectors,

namely Sector A and Sector B, that are supposedly independent. This setting is depicted

in Figure 7.1, where Sector A is identified with black lines and Sector B with red lines.

Figure 7.1: Water distribution network of an urban sector in Viña del Mar

The hydraulic model is constructed in the commercial-level software EPANET, consist-

ing of 1441 nodes (555 nodes belong to sector A and 886 nodes belong to sector B), 1478

pipes, 13 pressure reduction valves, 62 throttle control valves and 2 storage tanks. Quasi-

dynamic conditions are considered in the context of this application example. The corre-

sponding extended period simulation represents a regular day from 08:00 to 19:00 hours (12

steady-state simulations). Appendix D presents more details regarding the steady-state

simulation of pressurized pipe systems.

The network topology planned by the water utility managers, which is the one repre-

sented in the hydraulic model, considers that there is no interaction between both sectors

(that is, no network component connects them). In other words, each sector is supplied by
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only one tank: tank A supplies Sector A, while Sector B is supplied by tank B. The volumes

of water in tanks A and B during the simulation period are presented in Figure 7.2. The

physical characteristics of these regulation elements are summarized in Table 7.1, where

minimum and maximum heads refer to meters above sea level. One of the important phys-

ical characteristics of this system is that tank A is located about 120 [m] higher than tank

B. As a consequence, hydraulic heads of sector A are higher than the ones of sector B in

areas with similar elevation.

Table 7.1: Description of regulation elements - Application example 3

Tank Volume Minimum Maximum Users Maximum
[m3] head [m] head [m] (houses) demand [l/s]

Tank A 2000 309.21 314.31 2200 98.4
Tank B 500 184.00 188.44 1400 63.6
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Figure 7.2: Volume of water in each tank during the simulation period

The hydraulic network comprises 67.56 [km] of pipelines, modeled with 1478 pipe el-

ements. The lengths of the pipes arranged in an increasing manner are presented in

Figure 7.3, ranging from 2.81 [m] to 258.7 [m]. Pipes of four different materials are consid-

ered: high density polyethylene (HDPE), polyvinyl chloride (PVC), asbestos cement (AC)

and ductile iron. The corresponding Hazen-Williams coefficients are 150, 140, 140 and

120, respectively. Table 7.2 presents the number and total length of pipes of the different

materials.
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Table 7.2: Number of pipes and total length of different materials. Application example 3

Material Number of pipes Total length [km]

High density polyethylene (HDPE) 7 0.52
Polyvinyl chloride (PVC) 36 1.71

Asbestos cement (AC) 1177 56.54
Ductile iron 258 8.79
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Figure 7.3: Pipe lengths of the water distribution system - Application example 3

As already pointed out, this application example considers an extended period simula-

tion of 12 time steps, between 08:00 AM and 19:00 PM. The normalized demand pattern

of a representative node of the network is illustrated in Figure 7.4. Note that the pattern

follows the typical consumption behaviour of a residential zone in Chile. All demand nodes

present the same normalized pattern. It is also seen that the peak demand is expected

around 12:00 PM (noon), corresponding to a total demand of 162 [l/s]. The minimum and

maximum nodal demands of the system at this time of the day are 1.54 × 10−2 [l/s] and

35.43 [l/s], respectively.

7.1.2 Topological characterization error

The operational scenario considered by water utility managers to model the hydraulic

distribution system assumes that flow paths between Sectors A and B do not exist (hy-

draulic independence between sectors). Nonetheless, it is believed that the actual water

distribution system does have a pipeline that connect both sectors. Indeed, available field

data strongly suggests that connectivity between both sectors does exist. Hence, there is a
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Figure 7.4: Normalized demand pattern of a representative node of the network

topological characterization error in the hydraulic model, which must be detected in order

to properly update the engineering model. In this manner, the hydraulic performance of

the system could be evaluated in its current and real condition, so better decision-making

processes regarding the repair, maintenance and enhancement of the water distribution

network can be developed.

The actual operational condition of the system, namely the actual connectivity be-

tween sectors A and B, presents several practical issues that directly affect the hydraulic

performance of the water distribution network. First, the existence of connectivity between

both sectors and the physical characteristics of the system lead to flow from Sector A to

Sector B. In other words, a great part of the water volume pumped to Tank A is returned

to sector B, which is located at a lower level (see Table 7.1). This represents a clear energy

waste that makes the system more inefficient. Second, the increased flow in a portion of

Sector B increases the hydraulic energy losses in such zone, reducing the pressure heads

downstream. Then, the overall hydraulic performance of the system is worsened. Finally,

it is more complicated (or virtually impossible) to isolate specific sectors of the system

using valves, since the actual topology is unknown. This leads to higher operational costs

and poor decision making about the water distribution system. For these reasons, the

importance of the connectivity detection problem in the context of hydraulic performance

assessment becomes evident.

The topological characterization error may occur due to different reasons. For exam-

ple, it is possible to have problems in Geographic Information System (GIS) data. Current
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modeling techniques rely on GIS, which provides functions to handle most of the infor-

mation required by water utility managers: network layout and connectivity, topographic

survey, pipe characteristics, distribution and classification of users, detection of possible

interaction and interferences with other utility networks, etc. However, one of the common

errors in the GIS data are missing pipelines in the network layout, which leads to incorrect

connectivity modeling [27]. Additionally, connectivity errors might be caused by errors in

data processing, poor information management, and missing pipes in official water system

drawings.

The actual pipe that is missing from the network model is known to be located within a

reduced area of the network, identified in Figure 7.1 as Connectivity Sector. That network

zone is shown in more detail in Figure 7.5 (left), where the location of the connecting

pipeline is also presented. This link element has the following hydraulic properties: diam-

eter of 100 [mm], Hazen-Williams coefficient equal to 140 (asbestos cement), and length of

48.9 [m].

7.1.3 Definition of connectivity events

In this application example, it is necessary to identify the nodes that are actually con-

nected in the connectivity sector and the hydraulic properties that define the corresponding

link element. Thus, each probabilistic model class addresses a potential connection within

the prescribed sector, by introducing a pipe element from a node in Sector A to a node

in Sector B. Specifically, fifteen feasible connections are considered, which are shown in

Figure 7.5 (right). Note that model class M4 coincides with the actual connectivity event.

Here, the model class M `, ` = 1, . . . , Nclass is called the `-th connectivity event, where

Nclass = 15. Besides, it is assumed that no prior information is available regarding the

plausibility of each connectivity event, and therefore P
[
M `|M

]
= 1/15.

To define the probabilistic model class M `, ` = 1, . . . , Nclass, a pipe parametrized by

θ` is introduced in the hydraulic model. Recall that the hydraulic properties of a pipe in

EPANET are defined by the length, diameter and roughness coefficient [26]. The length

of the connecting pipe is already fixed by the coordinates of the connected nodes. Then,

each probabilistic model class considers two uncertain parameters θ` = 〈θ`1, θ`2〉
T

, where

θ`1 is the diameter of the pipe and θ`2 is the corresponding roughness coefficient (Hazen-

Williams coefficient). The likelihood function of each probabilistic model class is described

in Section 5.3.1. On the other hand, the prior distribution for each probabilistic model
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Figure 7.5: Actual connecting pipe in connectivity sector (left) and definition of connec-
tivity events (right). C: connection nodes to the rest of the network

class is uniform. The diameter (θ`1) ranges from 50 [mm] to 250 [mm], while the roughness

coefficient (θ`2) ranges from 80 to 150. This distribution is chosen according to the the

feasibility of pipe diameters and construction materials used in the particular sector under

consideration. Nevertheless, preliminary calculations showed that the definition of the

range of these parameters does not seem to have an impact into the effectiveness of the

detection process.

7.1.4 Simulated data

In connection with Section 6.1.3, data D consists of simulated measurements from a

prescribed hydraulic model known as the actual network. The data generation process takes

explicitly into account both measurement noise and modeling errors. Preliminary calcu-

lations showed that pressure measurements were not very informative in this case. Then,

only flow measurements are considered. Specifically, eleven monitoring devices distributed

over the connectivity sector are considered (see Figure 7.6). The flow rates obtained during

all the simulation period (from 08:00 AM to 19:00 PM) are included in the data used for

the detection process. This gives NQ = 12 quantities of interest (flows) at each monitoring
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location. Then, simulated data y∗ ∈ RNdata is defined as

y∗ =
〈
y∗1

T , . . . ,y∗NF
T
〉T

(7.1.1)

where y∗i ∈ RNL×NQ , i = 1, . . . , NF is the vector containing all measurements obtained at

the NL locations during the i-th flow test. This vector is defined as

y∗i =
〈
y∗i,1

T , . . . ,y∗i,NL
T
〉T

(7.1.2)

where y∗ij ∈ R12 is the vector containing the flow rates obtained at location j during the

i-th flow test, defined by

y∗ij = 〈yi,j,1, . . . , yi,j,12〉T (7.1.3)

and y∗i,j,k is the flow rate obtained at time step k and location j during flow test i. According

to Section 6.1.3, each datum used for the detection process is generated as

y∗ijk = ymodel
ijk + ynoise

ijk (7.1.4)

where ymodel
ijk is obtained from the actual network and ynoise

ijk is assumed to be representative

of the measurement errors. Modeling errors are included in pipe roughness coefficients

(intensity α) and nodal demands (intensity β), while measurement errors are assumed to

be a uniform noise with intensity γ. The reader is referred to Section 6.1.3 for more details

regarding the inclusion of errors in the data simulation process.

7.1.5 Implementation details

The Bayesian model updating procedure was performed by using the transitional Markov

chain Monte Carlo method with 500 samples per stage. The covariance matrix in Equa-

tions (5.3.3) and (5.3.4) is taken as Σ = σ2I, where I is the identity matrix and σ2 ∈ R+.

7.2 Detection process in idealized scenario

The idealized scenario assumes no modeling or measurement errors in the detection

process, that is, α = β = γ = 0. The normalized evidences for each probabilistic model

class are presented in Figure 7.7, considering only one flow test at each monitoring location

(NF = 1). It is seen that the actual connectivity event is correctly identified in this case,

since model class M4 presents the highest evidence. In fact, the posterior probability of
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Figure 7.6: Layout of flowmeters

model class M4 is almost one, while the other model classes present a posterior probability

almost equal to zero.
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Figure 7.7: Normalized evidences of all model classes. Connectivity detection. Idealized
scenario

Figure 7.8 shows the samples obtained at each stage of the transitional Markov chain

Monte Carlo algorithm for probabilistic model class M4. A total of six stages are required

to obtain a sample from the posterior distribution. The evolution of the scatter plots in

the space 〈θ4
1, θ

4
2〉 shows how the samples converge when the actual connectivity event is
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considered. The samples are clearly correlated in a certain direction in the parameter

space, in such a way that an increase in the diameter (θ4
1) is compensated by a decrease

in the roughness coefficient (θ4
2). This result is consistent with the physics [84] of the

hydraulic system: an increase of the diameter (enhancement of the hydraulic capacity)

is compensated by decreasing the Hazen-Williams coefficient (reduction of the hydraulic

capacity). In fact, since the hydraulic head lost by water flowing in a pipe due to friction

with the walls is modeled with the Hazen-Williams formula (see Equation (D.1.5)), any

pair of values θ1 and θ2 such that θ1
4.870 × θ2

1.852 =
(
θreal

1

)4.870 ×
(
θreal

2

)1.852
will define a

pipe with the same friction losses, where θreal
1 = 100 [mm] and θreal

2 = 140. In other words,

all networks defined by points in that manifold are equivalent from the hydraulic point of

view and, therefore, those networks have the same posterior probability density function

values. This means that the system is strictly unidentifiable, since a complete region in the

space of parameters maximize the posterior probability density function. It is remarked the

proposed approach is able to identify this strong interaction between model parameters,

which gives a valuable insight into the system behavior.
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Figure 7.8: Samples at each stage of TMCMC. Connectivity detection. Idealized scenario

Available information allows to reduce the uncertainties in the model parameters. In
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this context, Figure 7.8 demonstrates a significant reduction of the uncertainty in the di-

ameter. The posterior sample shows that the parameter associated to the diameter ranges

from 97.4 [mm] to 123.6 [mm], which includes the actual diameter of the connective pipe,

100 [mm]. Conversely, the uncertainty associated to the roughness coefficient remains prac-

tically unchanged: the support of the unidentifiable domain coincides with the support of

the prior distribution. This observation agrees with the physical behavior of the system,

since the hydraulic response of the network is more sensitive to the diameter of the connec-

tive pipe than to its Hazen-Williams coefficient. The previous results demonstrate some

of the advantages of simulation-based Bayesian updating procedures over traditional or

particular techniques that try to identify one best model when there is limited data about

the behaviour of the system.

7.3 Effect of model and measurement errors

In order to investigate the effect of model and measurement errors, the simulated data

is now generated as discussed in Section 6.1.3. Specifically, the following scenarios are

studied here:

a) Modeling errors in pipe roughness coefficients only: β = γ = 0, α = 10%.

b) Modeling errors in nodal demands only: α = γ = 0, β = 10%.

c) Measurement errors only: α = β = 0, γ = 5%.

d) Combined modeling and measurement errors: α = β = 10%, γ = 5%.

In all these cases, the proposed approach was able to correctly identify the actual con-

nectivity event, favouring model class M4 as the most probable one. In fact, the posterior

probability of the rest of model classes remains very close to zero. Thus, the illustration

of the normalized evidences is analogous to Figure 7.7. All these results were obtained

by considering only one flow test at each monitoring location (NF = 1). Therefore, the

identification process is quite robust to model and measurement errors for this application

example.

The identification of the parameters that best describe the connectivity event is affected

by the quality and amount of available data. In this regard, it is interesting to observe how

increasing the amount of measurements used in the detection process can help to reduce
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Figure 7.9: Confidence intervals of mean diameter estimate for different numbers of flow
tests. Measurement errors: γ = 5%

the uncertainty in the model parameters. Figure 7.9 shows the effect of the number of flow

tests at each monitoring location (NF ) into the statistical information of the parameter

related to the diameter of the actual connective pipe, θ1. The statistics are based on

100 independent detection processes; in other words, the expected diameters associated to

the posterior samples obtained from 100 independent sets of measurements. Specifically,

the figure presents the 68% ([µθ1−σθ1 , µθ1+σθ1 ]) and the 95% ([µθ1−1.96σθ1 , µθ1+1.96σθ1 ])

credible intervals in the case of large measurement errors (γ = 5%). In the previous

notation, µθ1 and σθ1 correspond to the mean value and standard deviation of the parameter

θ1, respectively. The credible intervals represent the uncertainty in the expected value of

the diameter under large measurement errors and different numbers of flow tests. Note

that the variability of the posterior mean diameter decreases as the number of flow tests

increases, which is reasonable since more information about the system is available. It is

also observed that the actual pipe diameter, 100 [mm], is inside the credible intervals in

all cases. The size of the credible intervals stabilizes after 20 flow tests. In other words, to

obtain more than 20 flow tests at each monitoring location does not seem to improve the

quality of the detection process in terms of the pipe diameter. On the other hand, all the

detection processes showed that the support region of the roughness coefficient remains

unchanged with respect to the prior distribution, as observed in the idealized scenario (see

Figure 7.8).
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7.4 Computational costs

In the context of this application example, each extended period simulation of the

network takes approximately 0.12 [s]. A sample size of 500 is specified for each stage of

the transitional Markov chain Monte Carlo method, which gives an average of 12 [min]

required to estimate the evidence of each probabilistic model class. Then, the entire model

class selection process takes about 2.5 hours. As in Chapter 6, the previous computational

efforts are based on the implementation of the proposed approach in available four-core

multi-threaded computer units.

7.5 Final remarks

This chapter has shown that the simulation-based Bayesian model updating approach

can be successfully applied to connectivity detection problems in large-scale water dis-

tribution networks. These problems naturally arise as ill-conditioned, due to the strong

interaction between the parameters that need to be updated. Nevertheless, the method was

able to successfully identify the detection of the actual connectivity event with only one

flow test at each monitoring location. The approach also proved to be quite robust to the

modeling and measurement errors under consideration. On the other hand, the capability

of drawing a posterior sample of the model parameters gives an important insight into the

system behavior. This feature allowed to reduce the uncertainties in the diameter of the

connective pipe. In this context, the identification scheme can identify the amount of in-

formation beyond which no further improvement into estimated model parameters can be

achieved. Finally, the application example involved the integration of the Bayesian model

updating technique with a quasi-dynamic analysis of the hydraulic system, demonstrating

the generality and applicability of the proposed approach. This shows that the method can

be extended, in principle, to other detection-related problems in complex utility networks.
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Chapter 8

CONCLUSIONS

This work has presented a general framework based on probability theory to handle

two types of problems related to the hydraulic performance of complex water distribution

systems: hydraulic reliability assessment, and detection-related problems. The proposed

approaches have been tested in several examples involving real-life hydraulic networks.

A stochastic approach has been proposed to address the hydraulic reliability assess-

ment of water distribution networks. The approach was applied to the hydraulic reliability

assessment of a real-life water distribution system, in terms of the minimum pressure head

over the network. A number of analyses were conducted, including uncertainty propaga-

tion, reliability analysis, reliability sensitivity analysis, and failure analysis. Also, several

network settings were studied, such as different demand configurations and redundancy

scenarios. Results show the effectiveness and efficiency of the proposed framework in these

high-dimensional reliability problems, providing valuable information for decision-making.

The effectiveness of the approach under quasi-dynamic conditions was also demonstrated,

which involved tens of thousands of uncertain parameters. In this regard, the approach

represents a change of paradigm in the hydraulic reliability assessment of water distribu-

tion networks, since the size and complexity of the network are not a limitation anymore.

Future research efforts in the context of hydraulic reliability assessment involve the

consideration of other types of failure modes, such as water quality, nodal flows, and flow

velocities. The implementation of pressure-driven analysis in the proposed framework is

also an additional research topic. Another subject for future work is the integration of hy-
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draulic reliability with mechanical or structural reliability to obtain an overall performance

measure of complex water distribution networks under uncertain conditions. Finally, an-

other research topic is the extension of the approach to other types of complex utility

networks operating under uncertain conditions such as general pressurized pipe networks,

including oil pipelines and natural gas networks.

A Bayesian model updating approach has been proposed to handle detection-related

problems in water distribution networks. The approach was tested on two problems involv-

ing real-life hydraulic models: leakage detection, and connectivity detection. According to

the results obtained, the following conclusions can be made. First, the diagnosis of the sys-

tem fails when the levels of modeling or measurement errors are above certain thresholds.

Such thresholds depend on a number of factors, such as characteristics of the network,

quality of monitoring devices, etc. The proposed methodology can identify these thresh-

olds beyond which no reliable identification is possible. Second, the configuration of sensors

significantly affects the performance of the detection process. Thus, optimal monitoring

strategies can improve the capabilities of the approach, which should consider economical,

technical and environmental aspects. Third, the proposed methodology is highly paral-

lelizable, being suitable for a High Performance Computing environment. Finally, with the

proper handling of the above aspects, the proposed approach is potentially a functional tool

for solving a class of detection-related problems in complex water distribution networks.

Future research efforts in the context of the proposed Bayesian approach involve the

consideration of actual measurements for the detection process. The integration of pressure-

driven analysis is also a subject for future work. The consideration of stochastic demand

models can also be explored in the future. Another research topic is the implementation of

optimal sensor location strategies to improve the capabilities of the methodology. Finally,

the proposed approach can be used to handle other detection-related problems in water

utility networks. Work in this direction is currently under consideration.

To conclude, the probabilistic framework developed in this work provides general tools

to handle hydraulic reliability assessment and detection-related problems in large-scale

water distribution systems. The proposed methodologies allow to obtain valuable informa-

tion about the hydraulic performance of this class of critical infrastructure networks, which

can be useful to assist water utility managers in complex decision-making under uncertain

conditions.
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Appendix A

SUBSET SIMULATION

This appendix describes subset simulation, the stochastic simulation method considered

in this work to perform the hydraulic reliability assessment of complex water distribution

networks. The basic idea of the algorithm is discussed, its main characteristics are de-

scribed, and a pseudo-code with the actual implementation is provided.

A.1 Main idea

Subset simulation [3, 25] is based on the decomposition of the failure domain F as a

sequence of m nested intermediate failure events Fκ, κ = 1, . . . ,m such that

F = Fm ⊂ Fm−1 ⊂ · · · ⊂ F2 ⊂ F1 =

m⋂
κ=1

Fκ (A.1.1)

which allows to compute the failure probability PF as

PF = P (F ) = P (F1)×
m∏
κ=2

P (Fκ|Fκ−1) (A.1.2)

Note that the failure probability PF is now computed in terms of the unconditional fail-

ure probability P (F1) and the conditional failure probabilities P (Fκ|Fκ−1), κ = 2, . . . ,m.

An appropriate definition of the sequence of intermediate failure events allows to compute

these quantities very efficiently with sampling techniques. In this context, two main prac-

tical issues must be addressed to implement this simulation technique: (1) the definition

91



Appendix A. SUBSET SIMULATION 92

of the intermediate failure events and (2) the generation of samples conditional to such

intermediate failure events. These topics are discussed in the next sections.

In this appendix, it is assumed that the uncertain parameters are independent standard

Gaussian random variables, θ ∈ Ωθ ⊂ Rnθ . This assumption does not represent any loss of

generality, since available transformation techniques allow the mapping from the standard

Gaussian space to the space of physical parameters [85,86].

A.2 Definition of intermediate failure events

The intermediate failure event Fκ is defined in terms of the intermediate threshold level

µ∗κ as

Fκ = {θ ∈ Ωθ : µ(θ) < µ∗κ} , κ = 1, . . . ,m (A.2.1)

The selection of the intermediate failure events, which is actually the definition of the

intermediate threshold levels, has a significant impact on the performance of the method.

In the standard implementation [3, 25, 87], which is the one considered here, the inter-

mediate threshold levels are adaptively defined so that the conditional failure probabil-

ities are equal to a prestablished value. That is, the intermediate failure events verify

P (F1) = P (Fκ|Fκ−1) = p0, κ = 2, . . . ,m, where the parameter p0 is called the conditional

failure probability. Validation calculations show that choosing any value of p0 between 0.1

and 0.3 will lead to similar efficiency as long as subset simulation is implemented prop-

erly [3, 87].

θ2

θ1 µ(θ)

p0Ns

samples
Mapping:
θ → µ(θ)

(1− p0)Ns

samples

Intermediate
threshold

(µ∗
1)

F1

µ∗
1

Figure A.1: Definition of the first intermediate failure event (F1). The subsequent inter-
mediate failure events follow the same idea
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In this work, a constant sample size Ns is implemented, that is Nκ = Ns, κ = 1, . . . ,m.

Now, consider the set of samples {θκ−1,i : i = 1, . . . , Ns} generated during the κ-th stage

of subset simulation. The corresponding values of the utility function are {µ (θκ−1,i) : i =

1, . . . , Ns}. Then, the threshold level µ∗κ associated to the intermediate failure event Fκ

is defined as the (p0Ns)-th smallest value of the latter set. In this way, there are p0Ns

samples lying in the intermediate failure domain Fκ and P (Fκ|Pκ − 1) = p0 holds. This is

schematically represented in Figure A.1.

A.3 Conditional sampling: Markov chain Monte Carlo

Subset simulation requires the generation of samples distributed according to the con-

ditional probability density function p(θ|Fκ), that is

p(θ|Fκ) = p(θ)IFκ(θ) (A.3.1)

Markov chain Monte Carlo methods arise as natural tools to generate conditional sam-

ples. In these methods, the samples are generated as a sequence of a Markov chain, that is,

a stochastic process in which the distribution of each state depends only on the previous

state. The Metropolis-Hastings algorithm [66,67] is one of the most applied techniques in

this context, although it is quite inefficient in high-dimensional reliability problems. Thus,

the modified Metropolis-Hastings algorithm is considered [3]. A basic pseudo-code of this

algorithm applied to generate a new sample θk+1, conditional to some failure event F ? and

starting from the current sample θk, is provided here.

� Step 1: Generation of a candidate sample θc.

– For ι = 1, . . . , nθ:

1. Generate θ′ι from the one-dimensional proposal distribution p∗ι (θ
′
ι; θk,ι).

2. Calculate the following quotient, based on the one-dimensional normal dis-

tribution pι(·):
rι = pι(θ

′
ι)/pι(θk,ι)

3. Generate a random number u uniformly distributed on [0,1]. If u < rι, set

θcι = θ′ι (accept component). Otherwise, set θcι = θk,ι (reject component).

� Step 2: Verify that the candidate sample lies in F ?.

(a) If θc = 〈θc1, . . . , θcnθ〉
T ∈ F ?, set θk+1 = θc (accept candidate sample).
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(b) Otherwise, set θk+1 = θk (reject candidate sample).

The proposal distribution at the entry level p∗ι (·; ·) is defined as a uniform distribution

centred at the current sample, that is

p∗ι (θ
′
ι; θk,ι) =

1

ξ
I

[(
1− ξ

2

)
θk,ι < θ′ι <

(
1 +

ξ

2

)
θk,ι

]
(A.3.2)

where ξ > 0 is the spread parameter, that is, the width of the proposal distribution.

In brief, the modified Metropolis-Hastings algorithm generates each component of the

candidate sample θc based on the current sample θk in an independent manner. Then, the

next state of the Markov chain θk+1 is selected as θc or θk according to whether θc lies in

the failure domain or not.

In the previous setting, a total of p0Ns samples lying in the intermediate failure domain

Fκ are obtained at the (κ−1)-th simulation level. Thus, a total of p0Ns independent Markov

chains are generated using the modified Metropolis-Hastings at level κ, where each chain

comprises 1/p0 conditional samples. This is schematically represented in Figure A.2, which

shows a bi-dimensional case involving two simulation stages.

θ2

θ1

F1

F2 = F

Unconditional samples

Samples generated by
Markov chain Monte Carlo
(conditional to F1)

:

:

Figure A.2: Example of Markov chains generation during subset simulation - two levels

A.4 Updating of the spread parameter

One important aspect of subset simulation is the definition of the proposal distribu-

tion. Specifically, the spread parameter ξ of the uniform distribution has a great effect

on the performance of the simulation procedure. This parameter affects the size of the
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region covered by the Markov chain samples, and therefore it controls the efficiency of the

method. If ξ is too small, the samples will lie very close to each other which leads to

highly correlated Markov chains, worsening the quality of the failure probability estimate.

On the other hand, a decrease in the acceptance rate is likely to occur if the parameter

ξ is chosen too large, then increasing the number of repeated Markov chain samples and

slowing down convergence. Therefore, the choice of the spread parameter ξ is a trade-off

between acceptance rate and correlation due to proximity.

Practical experience indicates that the optimal rejection rate ranges roughly between

50% and 70% [87]. In this context, the present implementation involves an adaptive defi-

nition of the spread parameter. That is, the value of ξ is decreased or increased during the

simulation according to whether the rejection rate R lies in the interval [RL, RU ], where

RL and RR are lower and upper limits for the rejection rate. Specifically, after the gener-

ation of Nmc < p0Ns Markov chains have been generated, the observed rejection rate R∗

associated to these chains is computed and, then, the spread parameter ξ can be increased

(if R∗ < RL) or decreased (if R∗ > RL). The following procedure is included in the κ-th

stage (κ = 2, . . . ,m) of subset simulation to update the spread parameter.

1. Set ξ = 1.

2. Generate Nmc Markov chains of length 1/p0 according to Section A.3. Compute the

total number of rejections of candidate samples obtained in these chains, NR, and

the average rejection rate as R∗ = NR /(Nmc/p0) .

3. If R∗ > RU , set ξ ← γ1 × ξ. If R∗ < RL, set ξ ← γ2 × ξ.

4. If the total number of samples required for the current stage (Ns) has been generated,

continue to the next stage. Otherwise, go back to Step 2.

In the above procedure, γ1 and γ2 are the updating factors. This setting leads to a

total of Ng = Nsp0/Nmc updating steps of the spread parameter.

A.5 Pseudo-code

1. Generate Ns samples {θ0,i : i = 1, . . . , Ns} by direct Monte Carlo according to the

probability density function p(θ). Set κ = 1.

2. Evaluate the utility function to obtain {µ (θκ−1,i) : i = 1, . . . , Ns}. Arrange these

values in a decreasing manner.
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3. Set µaux as the [(1− p0)Ns + 1]-th value of the sorted set {µ (θκ−1,i) : i = 1, . . . , Ns}.

� If µaux > µ∗, set µ∗κ = µaux.

� Otherwise, go to step 8.

4. Define the κ-th intermediate failure domain as

Fκ = {θ ∈ Ωθ : µ(θ) < µ∗κ}

5. The sampling estimate for P (Fκ) (if k = 1) or P (Fκ|Fκ−1) (if k > 1) is equal to p0 by

construction. Recall that p0 and Ns are chosen such that p0Ns is an integer number.

6. There are p0Ns samples among {θκ−1,i : i = 1, . . . , Ns} whose utility function value

is equal or smaller than µ∗κ. Identify those samples for generating new samples with

the modified Metropolis-Hastings algorithm.

7. Starting from each of these conditional samples, Markov chain Monte Carlo sim-

ulation (Section A.3) is used to generate an additional of (1 − p0)Ns conditional

samples that lie in Fκ. Update the spread parameter ξ every Nmc Markov chains

(Section A.4). In this way, a total of Ns conditional samples {θκ,i : i = 1, . . . , Ns} at

level κ are obtained. Set κ← κ+ 1 and go back to step 2.

8. The failure probability is estimated as

PF ≈ pm−1
0

1

Ns

Ns∑
i=1

IF (θm−1,i)

where {θm,i : i = 1, . . . , Ns} is the set of samples generated at the last stage of subset

simulation (conditional level m− 1).

Note 1: The generation of samples at Step 1 and the computation of their utility function

values are completely parallelizable. The generation of each group of Nmc Markov chains

is also parallelizable.

Note 2: If the algorithm is used to estimate the threshold values up to a certain failure

probability, the procedure must complete a prescribed number of simulation stages.

Note 3: The following numerical values have been considered in this work: Ns = 1000,

p0 = 0.1, Nmc = 10, RU = 0.50, γ1 = 0.80, RL = 0.70, γ2 = 1.20. These parameters are

problem dependent and, therefore, can be modified for other applications.
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Appendix B

RELIABILITY SENSITIVITY

ESTIMATES

B.1 Failure probability in terms of distribution parameters

Note that, according to Equation (3.2.3), the failure probability can be written in terms

of the distribution parameters τ as

PF (τ ) = pm−1
0

∫
θ∈Ωθ

IF (θ)p(θ|Fm−1; τ )dθ

= pm−1
0

∫
θ∈Ωθ

IF (θ)
p(θ|Fm−1; τ )

p(θ|Fm−1; τ 0)
p(θ|Fm−1; τ 0)dθ (B.1.1)

where p(θ|Fm−1; τ ) and p(θ|Fm−1; τ 0) are the distributions of θ conditional to Fm−1 and

distribution parameters τ and τ 0, respectively. By definition, these conditional distribu-

tions are equal to

p(θ|Fm−1; τ ) =
IFm−1(θ)p(θ|τ )

PFm−1(τ )
, p(θ|Fm−1; τ 0) =

IFm−1(θ)p(θ|τ 0)

PFm−1(τ 0)
(B.1.2)

where PFm−1(τ ) and PFm−1(τ 0) are the probabilities of the failure event Fm−1 under

distribution parameter vectors τ and τ 0, respectively. Substituting p(θ|Fm−1; τ ) and

p(θ|Fm−1; τ 0) into Equation (B.1.1) and noting that PFm−1(τ ) = PFm−1(τ 0) = pm−1
0 by
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construction, the probability of failure can be rewritten as [64]

PF (τ ) = pm−1
0

∫
θ∈Ωθ

IF (θ)
p(θ; τ )

p(θ; τ 0)
p(θ|Fm−1; τ 0)dθ (B.1.3)

B.2 Reliability sensitivity estimation

The only term depending on the distribution parameters in Equation (B.1.3) is p(θ; τ ).

According to the approach introduced in [64], such characterization of the failure proba-

bility in the subset simulation framework allows to compute the partial derivative defined

in Equation (3.3.1) as

∂PF (τ )

∂τj

∣∣∣∣
τ0

= pm−1
0

∫
θ∈Ωθ

IF (θ)

∂p
∂τj

(θ; τ 0)

p(θ; τ 0)
p(θ|Fm−1; τ 0)dθ (B.2.1)

under the assumption that τj does not affect the integration domain. The above expression

can be estimated using the simulation results as

∂PF (τ )

∂τj

∣∣∣∣
τ0

≈ pm−1
0

1

Nm

Nm∑
i=1

IF
(
θ0
m−1,i

) ∂p
∂τj

(θ0
m−1,i; τ

0)

p(θ0
m−1,i; τ

0)
(B.2.2)

where {θ0
m−1,i, i = 1, . . . , Nm} is the set of samples generated at the last stage of subset

simulation under distribution parameter vector τ 0 of the probability density function p(τ ).

This means that a single run of the method is required to estimate the reliability sensitiv-

ity with respect to the distribution parameters. In other words, the reliability sensitivity

estimation is a post-process of the simulation procedure: it does not require any other

solution of the water distribution network. This formulation can be explicitly written for

different probability density functions p(θ; τ ) and different distribution parameters τj . Be-

sides, since the formulation presented in equations (B.2.1) and (B.2.2) is based on subset

simulation, a single run of the algorithm provides estimates for the reliability sensitivity

corresponding to different thresholds. In this way, the approach provides a full characteri-

zation of the reliability sensitivity trend with respect to different threshold levels [64,65].
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B.3 Reliability sensitivity estimator for particular cases

The partial derivative of the failure probability with respect to the mean value µθj and

standard deviation σθj of the system parameter θj evaluated at µ0
θj

and σ0
θj

for the case of

a normal random variable are estimated as

∂PF
∂µθj

∣∣∣∣
τ0

≈ pm−1
0

1

Nm

Nm∑
i=1

IF
(
θ0
m−1,i

)
×


(
θ0
m−1,ij − µ0

θj

)
σ0
θj

2

 (B.3.1)

and

∂PF
∂σθj

∣∣∣∣
τ0

≈ pm−1
0

1

Nm

Nm∑
i=1

IF
(
θ0
m−1,i

)
×


(
θ0
m−1,ij − µ0

θj

)2

σ0
θj

2 − 1

 1

σ0
θj

(B.3.2)

where {θ0
m−1,i, i = 1, . . . , Nm} is the set of samples generated at the last stage of subset

simulation (conditional level m) under the distribution p(θ|τ 0), and θ0
m−1,ij is the j-th

component of the sample vector θ0
m−1,i.

For the case of a log-normal random variable, the estimators are written as

∂PF
∂µθj

∣∣∣∣
τ0

≈ pm−1
0

1

Nm

Nm∑
i=1

IF
(
θ0
m−1,i

)
×

{[
ln(θ0

m−1,ij)− µj
σ2
j

]
αj

+


(

ln(θ0
m−1,ij)− µj

)2

σ2
j

− 1

 1

σ2
j

βj

 (B.3.3)

and

∂PF
∂σθj

∣∣∣∣
τ0

≈ pm−1
0

1

Nm

Nm∑
i=1

IF
(
θ0
m−1,i

)
×

{[
ln(θ0

m−1,ij)− µj
σ2
j

]
λj

−


(

ln(θ0
m−1,ij)− µj

)2

σ2
j

− 1

 1

σ2
j

λj

 (B.3.4)
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where

αj =
[
2− exp

(
−σ2

j

)]
exp

(
−
(
µj + σ2

j /2
))

(B.3.5)

βj =
[
exp

(
−σ2

j

)
− 1
]

exp
(
−
(
µj + σ2

j /2
))

(B.3.6)

λj = −
[
exp

(
σ2
j

)
− 1
]1/2

exp
(
−
(
µj + 3σ2

j /2
))

(B.3.7)

with

µj = ln

((
µ0
θj

)2
/√(

µ0
θj

)2
+
(
σ0
θj

)2
)
, σj =

√
ln

(
1 +

(
σ0
θj
/µ0

θj

)2
)

(B.3.8)

and all other terms have been previously defined.
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Appendix C

TRANSITIONAL MARKOV

CHAIN MONTE CARLO

The transitional Markov chain Monte Carlo algorithm [4] is an advanced simulation

technique implemented in this work to address detection-related problem in the context

of a probabilistic framework. The stochastic simulation method, initially developed in the

context of structural mechanics, allows to handle several problems arising in the Bayesian

model updating framework. In what follows, the main idea and key features of the algo-

rithm are discussed, and a pseudo-code with the actual implementation is provided.

C.1 Main idea

Consider a probabilistic model class M parametrized by some parameters θ ∈ Rnp ,
such that M(θ) represents a particular model defined by the specific value of θ. These

parameters are characterized in a probabilistic manner [51]. Also, assume that some data

D about the behavior of the real system is available. For instance, measurement data

obtained by monitoring sensors. The goal of simulation-based Bayesian model updating is

to obtain a sample from the posterior distribution

p (θ|M,D) =
p (D|M,θ) p (θ|M)

P [D|M ]
(C.1.1)
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where p (θ|M) is the prior distribution, P [D|M ] is the evidence of M , and p (D|M,θ) is

the likelihood function, which is a probabilistic description of how plausible is to obtain

data D from model M(θ). This task is very challenging, since in practical applications

the posterior distribution p (θ|M,D) is not a standard probability density function and it

is only known up to the constant P [D|M ]. An usual approach is the use of Markov chain

Monte Carlo methods [66,67]. However, the previous methods cannot provide an estimate

for the evidence and may fail when the posterior distribution is bimodal.

As already pointed out in Section 5.4, the main idea of the transitional Markov chain

Monte Carlo (TMCMC) method is to obtain a posterior sample by means of a sequence

of non-normalized intermediate distributions {pj(θ) : j = 0, . . . ,m} that converge to the

posterior distribution [4]. This sequence is such that

pj(θ) ∝ p(θ|M)p(D|M,θ)αj , j = 0, . . . ,m (C.1.2)

where 0 = α0 < · · · < αm = 1 and ∝ means proportional. Note that p0(θ) = p(θ|M) and

pm(θ) ∝ p(θ|M,D). In other words, the method starts sampling from the prior distribution

(j = 0), which is usually uniform, and ends sampling from the posterior distribution (up

to a scaling constant). In this context, the parameter αj can be interpreted as a measure

of how much of the available information is used during the j-th stage. The construction

of the sequence {pj} follows the approach introduced in [4] and is addressed in Section C.2

for completeness.

As a result of the simulation process, the algorithm produces a total of m sets of samples

{θjk : k = 1, . . . , Nj} j = 0, . . . ,m (C.1.3)

where θjk is the k-th sample obtained at stage j, and Nj is the total number of samples

generated at stage j. In this work, a constant sample size Nm is specified for all stages, that

is Nj = Nm. The samples at stage j = 1, . . . ,m are obtained by means of the Metropolis-

Hastings algorithm [4,66,67], according to Section C.3.

The following features of this simulation algorithm are remarked: (1) the method starts

sampling from the prior distribution, thus initially populating all the space of model pa-

rameters; (2) the simulation technique has been widely proved and tested in a number of

applications, including globally and locally identifiable as well as strictly nonidentifiable
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systems; (3) little calibration of the algorithm parameters is required; and (4) the construc-

tion of the algorithm allows to estimate the evidence of the model class as a by-product of

the simulation, which is pivotal to solve the model class selection problem.

C.2 Selection of the intermediate distributions

In order to sample efficiently by using Markov chain Monte Carlo, the intermediate

distributions must be chosen properly. Specifically, the change of the shape between two

consecutive intermediate distributions should be small. To this end, the values for αj+1, j =

0, . . . ,m − 1 are selected based on the samples obtained at stage j, in order to ensure a

smooth transition between subsequent intermediate distributions. Consider the plausibility

weight of the k-th sample obtained at stage j, wjk, defined as

wjk =
pj+1(θjk)

pj(θjk)
=
p(θjk|M)p(D|M,θjk)

αj+1

p(θjk|M)p(D|M,θjk)αj
= p(D|M,θjk)

αj+1−αj (C.2.1)

The degree of uniformity of the plausibility weights is a good indicator of how similar

are the shapes of pj+1(θ) and pj(θ). Then, the value of αj+1 is chosen so that the coefficient

of variation of the plausibility weights is equal to a prescribed threshold [4]. In the actual

implementation, the value of αj+1 is selected such that

σwj
µwj

= 1.00 (C.2.2)

where

µwj =
1

Nm

Nm∑
k=1

wjk (C.2.3)

σwj =

√√√√ 1

Nm − 1

Nm∑
k=1

(wjk − µwj)2 (C.2.4)

Note that if Equation (C.2.2) holds for αj+1 > 1, then it is imposed that m = j + 1

and αj+1 = 1 (end of the simulation procedure). It is also remarked that the equation can

be solved by using any suitable numerical technique. In particular, the bisection method

is considered in this work.
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C.3 Generation of intermediate samples

Once the intermediate distribution has been determined, i.e. the value of αj+1, j =

0, . . . ,m− 1 has been defined, the Metropolis-Hastings algorithm [66,67] is applied to gen-

erate the samples {θj+1,k, k = 1, . . . , Nm} based on the samples from stage j. The seeds

of the Markov chains are selected from samples generated at stage j (previous stage) ac-

cording to a probability equal to their normalized plausibility weight, which is a measure of

the plausibility that the sample θjk be distributed according to pj+1(θ). These normalized

weights are explicitly defined as

wjk =
wj,k∑Nm
ι=1wj,ι

(C.3.1)

Each selected seed is the initial state of a Markov chain. If some sample from stage j is

selected more than once during the simulation procedure, the last state of the corresponding

Markov chain must be considered. The proposal probability density function is a Gaussian

distribution centred at the current state of the chain, with covariance matrix Σj equal to

a scaled version of the sample covariance at stage j, that is

Σj = β2
Nm∑
k=1

wjk
(
θjk − θj

) (
θjk − θj

)T
(C.3.2)

θj =

Nm∑
k=1

wjkθjk (C.3.3)

where β2 is a scaling parameter that determines the spread of the proposal distribution [4].

In this work, β2 = 0.04. Note that this setting produces a set of Markov chains which are

perfectly parallel, providing computational advantages in this regard.

C.4 Evidence estimate

It can be proven [4] that the expected value of wjk is

E [wjk] =

∫
f(θ|M)f(D|M,θ)αj+1dθ∫
f(θ|M)f(D|M,θ)αjdθ

(C.4.1)

Based on the above, µwj is an asymptotically unbiased estimator for the quotient
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∫
f(θ|M)f(D|M,θ)αj+1dθ

/ ∫
f(θ|M)f(D|M,θ)αjdθ and therefore

S =

m−1∏
j=0

µwj =

m−1∏
j=0

[
1

Nm

Nm∑
k=1

wjk

]
(C.4.2)

is an asymptotically unbiased estimator for P [D|M ], that is P [D|M ] ≈ S. Thus, the

algorithm provides an estimate of the evidence based on the plausibility weights obtained

during the simulation.

C.5 Basic pseudo-code

1. Define β2. Set j = 0 and αj = 0. Obtain a sample {θ0,k : k = 1, . . . Nm} distributed

according to the prior distribution p(θ|M). Compute the likelihood values {fj,k =

p(D|M,θj,k) : k = 1, . . . Nm}. This is equivalent to direct Monte Carlo simulation.

2. Compute α∗ such that
σw
µw

= 1

where

µw =
1

Nm

Nm∑
k=1

f
α∗−αj
j,k , σw =

√√√√ 1

Nm − 1

Nm∑
k=1

(
f
α∗−αj
j,k − µw

)2

3. Set αj+1 = min(1, α∗). Compute

wj,k = f
αj+1−αj
j,k , Sj =

1

Nm

Nm∑
k=1

wj,k, w̄j,k =
wj,k
NmSj

and

θ̄j =

Nm∑
k=1

w̄j,kθj,k, [Σ]j = β2
Nm∑
k=1

w̄j,k
(
θj,k − θ̄j

) (
θj,k − θ̄j

)T

4. Set {θloc
j,k = θj,k : k = 1, . . . , Nm} and {f loc

j,k = fj,k : k = 1, . . . , Nm}. These sets are

used to keep track of the evolution of each Markov chain.

5. Apply the Metropolis-Hastings algorithm to generate Nm samples distributed ac-

cording to the (j + 1)-th distribution pj+1(θ) ∝ p(θ|M)p(D|M,θ)αj+1 .
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• For k = 1 to Nm:

(a) Select the ν-th Markov chain from the set {1, 2, . . . , Nm} according to their

probability mass equal to the normalized weights {w̄j,k : k = 1, . . . , Nm}. Select

a lead sample θlead = θloc
j,ν and the corresponding likelihood value as f lead = f loc

j,ν .

(b) Generate a candidate sample θcand from a multivariate normal distribution with

covariance matrix [Σ]j and centred at θlead. Compute f cand = p(D|M,θlead).

(c) Compute the quotient

Υ =
(f cand)αj+1 p(θ cand|M)

(f lead)αj+1 p(θ lead|M)

and generate a random number ξ ∈ [0, 1] from a uniform distribution.

(d) If ξ ≤ min{Υ, 1}, set θj+1,k = θ cand, fj+1,k = f cand and update the last element

of the current Markov chain as θloc
j,ν = θ cand and f loc

j,ν = f cand. Otherwise, set

θj+1,k = θ lead and fj+1,k = f lead.

6. If αj+1 < 1, set j ← j + 1 and go back to step 2. Otherwise, set m = j + 1 and

compute the evidence estimator as

S =
m−1∏
j=0

Sj

C.6 Actual Implementation

For some cases, the direct implementation of the modified TMCMC algorithm according

to the previous pseudo-code presents some practical issues. In particular, extremely large

likelihood values may affect (numerically) the computation of the normalized weights and,

therefore, the generation of candidate samples. In order to avoid this type of problems,

an alternative computation of the weights is considered in this work. This setting does

not affect any essential feature of the original algorithm [4]. Assume that a routine L to

compute the logarithm of the likelihood function (log-likelihood) is available, that is

L(D|M,θ) = ln (p(D|M,θ)) (C.6.1)

Now, considering the samples {θj,k : k = 1, . . . , Nm} generated at the k-th stage, the
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maximum of the corresponding log-likelihood values is

L∗ = max
k=1,...,Nm

Lj,k (C.6.2)

where Lj,k = L(D|M,θj,k). Then, the scaled plausibility weights w∗j,k are defined as

w∗j,k =
wj,k

max
ι=1,...,Nm

wj,ι
= exp [(αj+1 − αj)(Lj,k − L∗)] (C.6.3)

In this work, the scaled plausibility weights w∗j,k are computed in each stage of the

simulation procedure, rather than the plausibility weights wj,k. In this manner, the nor-

malized weights are computed as w̄j,k = w∗j,k

/∑Nm
ι=1w

∗
j,ι. Besides, the logarithm of the

mean value of the plausibility weights is given by

ln (Sj) = ln

(
1

Nm

Nm∑
k=1

w∗j,k

)
+ (αj+1 − αj)L∗ (C.6.4)

and the logarithm of the evidence estimate is

ln(S) =
m−1∑
j=0

ln (Sj) (C.6.5)

In what follows, the actual pseudo-code implemented in this work is provided.

Pseudo-code:

1. Define β2. Set j = 0 and αj = 0. Obtain a sample {θ0,k : k = 1, . . . Nm} distributed

according to the prior distribution p(θ|M). Compute the log-likelihood values {Lj,k =

L(D|M,θj,k) : k = 1, . . . Nm}. This is equivalent to direct Monte Carlo simulation.

2. Define L∗ = max
k=1,...,Nm

Lj,k. Compute α∗ such that

σw
µw

= 1

where

µw =
1

Nm

Nm∑
k=1

exp {(α∗ − αj)(Lj,k − L∗)}
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σw =

√√√√ 1

Nm − 1

Nm∑
k=1

(exp {(α∗ − αj)(Lj,k − L∗)} − µw)2

3. Set αj+1 = min(1, α∗). Compute:

w∗j,k = exp {(α∗ − αj)(Lj,k − L∗)} , w̄j,k =
w∗j,k∑Nm
ι=1w

∗
j,ι

ln(Sj) = ln

(
1

Nm

Nm∑
k=1

w∗j,k

)
+ (αj+1 − αj)L∗

and

θ̄j =

Nm∑
k=1

w̄j,kθj,k, [Σ]j = β2
Nm∑
k=1

w̄j,k
(
θj,k − θ̄j

) (
θj,k − θ̄j

)T

4. Set {θloc
j,k = θj,k : k = 1, . . . , Nm} and {Lloc

j,k = Lj,k : k = 1, . . . , Nm}. These sets are

used to keep track of the evolution of each Markov chain.

5. Apply the Metropolis-Hastings algorithm to generate Nm samples distributed ac-

cording to the (j + 1)-th distribution pj+1(θ) ∝ p(θ|M)p(D|M,θ)αj+1 .

• For k = 1 to Nm:

(a) Select the ν-th Markov chain from the set {1, 2, . . . , Nm} according to their

probability mass equal to the normalized weights {w̄j,k : k = 1, . . . , Nm}. Select

a lead sample θlead = θj,ν and Llead = Lloc
j,ν .

(b) Generate a candidate sample θcand from a multivariate normal distribution with

covariance matrix [Σ]j and centred at θlead. If p(θcand|M) = 0, set Υ = 1,

ln(ξ) = −1 and go to Step 5-(d). Otherwise, compute Lcand = L(D|M,θlead).

(c) Compute the quantity

ln(Υ) = αj+1

(
Lcand − Llead

)
+ ln

(
p(θcand|M)

)
− ln

(
p(θlead|M)

)
and generate a random number ξ ∈ [0, 1] from a uniform distribution.

(d) If ln(ξ) ≤ min{ln(Υ), 0}, set θj+1,k = θ cand, Lj+1,k = L cand and update the

last element of the current Markov chain as θloc
j,ν = θ cand and Lloc

j,ν = L cand.

Otherwise, set θj+1,k = θ lead and Lj+1,k = L lead.
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6. If αj+1 < 1, set j ← j + 1 and go back to step 2. Otherwise, set m = j + 1 and

compute the logarithm of the evidence estimator as

ln(S) =
m−1∑
j=0

ln(Sj)
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Appendix D

HYDRAULIC MODELING

Water distribution networks are spatially distributed systems that consist of several

physical components (pipes, reservoirs, tanks, pumps, valves) developing complex, non-

trivial interactions in order to fulfill the requirements of users. This appendix describes

the fundamental physical principles considered to model the hydraulic system, as well as

the formulation of the numerical method included in the hydraulic simulator implemented

in this work (i.e., EPANET).

D.1 Physical principles

The engineering analysis of water distribution networks under steady-state conditions

is based on two fundamental principles: mass conservation equations, and energy conser-

vation equations. These relationships are described in what follows.

D.1.1 Mass conservation equations

The mass conservation principle implies, in the context of pressurized pipe networks,

that the flow of water entering at some control point of a hydraulic system is equal to the

total water outflow at the same point. Specifically, the sum of all water flows Qij into the

j-th node of the pressurized distribution network must be equal to the nodal demand qj
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at that point, that is

∑
j

Qij − qj = 0, ∀j = 1, . . . , Nnode (D.1.1)

where, by convention, Qij positive corresponds to flow from node i to node j.

D.1.2 Energy conservation equations

The principle of energy conservation is applied to each of the NL link elements (pipes,

vales, and pumps) included in the network. Specifically, if the p-th link of the network is

defined from node Ip to node Jp, the head difference between such interconnected nodes

must be equal to the headloss (negative of the head gain) in the corresponding link element,

that is

HIp −HJp = ∆hsp + ∆hfp , ∀p = 1, . . . , NL (D.1.2)

where HIp is the piezometric head at node Ip, ∆hsp are the minor headlosses in the p-

th link element, and ∆hfp are the corresponding friction headlosses. It is remarked that

relationships (D.1.2) are sufficiently general to deal with all the link types included in

EPANET, such as pipes, valves, and pumps [26]. In the specific case of pipe elements, the

minor headlosses in the p-th pipeline are defined as

∆hsp = ms
p|Qp|Qp (D.1.3)

where ms
p is the minor loss coefficient corresponding to pipe p, and Qp = QIpJp . On the

other hand, the friction headlosses are defined by relationships of the form

∆hfp = rfp |Qp|n
f
p−1Qp (D.1.4)

where rfp is the resistance coefficient of pipe p, and nfp is the corresponding flow exponent.

Several pipe headloss relationships can be implemented, such as the Darcy-Weisbach or

the Chezy-Manning formulae. However, this work considers the use of the Hazen-Williams

formula, which is given by

∆hfp =
10.667Lp

D4.871
p C1.852

p

|Qp|0.852Qp (D.1.5)

where Lp, Dp, and Cp are the length, diameter, and Hazen-Williams coefficient, respec-

tively, of the p-th pipe defined from node Ip to node Jp. The previous equation assumes
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that all quantities are expressed in units from the International System of Units. Note

that the hydraulic losses in pipe p decrease monotonically with the coefficient Cp, that is,

increasing the value of the Hazen-Williams coefficient increases the hydraulic capacity of

the corresponding pipe. Additionally, observe that any pair of values (Dp, Cp) giving the

same denominator value in Equation (D.1.5) represents the same hydraulic behavior in

terms of friction headlosses.

D.2 Numerical solution: Gradient method

Equations (D.1.1) and (D.1.2) represent a set of nonlinear equations where the un-

knowns are the pipe flows and the nodal heads. The Gradient method [84, 88] is imple-

mented in the EPANET framework to obtain the network response at a given time (solution

of the system of nonlinear equations). Such a iterative algorithm is chosen because of its

global convergence property and its abiliity to handle large-scale systems very efficiently.

Specifically, the approach introduced in [88] is implemented in the software. For complete-

ness, the main ideas of the method are reproduced here. The reader is referred to [26] for

further implementation details.

Consider a water network with NJ junction nodes, N0 fixed-head nodes (tanks and

reservoirs), and NL links (pipes, valves, pumps). Note that the total number of nodes in

the network is Nnode = NJ + N0. Then, equations (D.1.1) and (D.1.2) can be written in

matrix form as [
A B

BT 0

]{
Q

H

}
=

{
−B0H0

q

}
(D.2.1)

where Q ∈ RNL is the vector containing the flowrates in each link, H ∈ RNJ is the vector

of unknown nodal heads, A = A(Q) ∈ RNL×NL is a diagonal matrix such that AQ is the

vector containing the headlosses in each link, B ∈ RNL×NJ is the unknown-head nodes

incidence matrix, B0 ∈ RNL×N0 is the fixed-head nodes incidence matrix, and H0 ∈ RN0 is

the vector of fixed nodal heads. The unknown-head nodes incidence matrix is defined by

Bij =


1, if flow of pipe i enters node j

0, if pipe i and node j are not connected

−1, if flow of pipe i leaves node j

(D.2.2)

and the fixed-head nodes incidence matrix, or A0, is analogously defined. The numerical
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solution of Equation (D.2.1) is based on a Newton-Raphson methodology [88]. The iterative

scheme operates –in a simplified manner– as follows:

1. Define the tolerance ε and the initial estimate for the flow values Q0. Set k = 0.

2. Obtain the estimate for the head values Hk+1 as the solution of the linear system(
BTDkB

)
Hk+1 = Fk+1 (D.2.3)

where Dk ∈ RNL×NL is a diagonal matrix whose diagonal terms are defined by

Dk
pp =

1

∂∆hp
∂Qp

∣∣∣∣
Qp=Qkp

, p = 1, . . . , NL (D.2.4)

and the right-hand side vector Fk+1 ∈ RNL is given by

Fk+1 =
(
BTQk − q

)
−BTDk

(
AkQk + B0H0

)
(D.2.5)

with Ak = A(Qk).

3. The estimate for the flow values is updated as

Qk+1 = Qk −DkAkQk −Dk
(
B0H0 + BHk+1

)
(D.2.6)

4. If ‖Qk+1 −Qk‖1 > ε, where ‖ · ‖1 is the 1-norm operator, set k ← k + 1 and go to

step 2. Otherwise, the solution of Equation (D.2.1) is given by Qk+1 and Hk+1.

Note: The previous pseudo-code represents a basic version of the Gradient method. The

actual implementation of this numerical technique in the EPANET framework, including

the treatment of special network components such as pumps and valves, can be found

in [26].
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[41] M. Romano, Z. Kapelan, and D.A. Savić. Geostatistical techniques for approximate

location of pipe burst events in water distribution systems. Journal of Hydroinformatics,

15(3):634–651, 2013.

[42] S.R. Mounce, R.B. Mounce, and J.B. Boxall. Novelty detection for time series data

analysis in water distribution systems using support vector machines. Journal of Hydroin-

formatics, 13(4):672–686, 2011.

[43] J.-A. Goulet, S. Coutu, and I.F.C. Smith. Model falsification diagnosis and sensor place-

ment for leak detection in pressurized pipe networks. Advanced Engineering Informatics,

27(2):261–269, 2013.

[44] Z. Poulakis, D. Valougeorgis, and C. Papadimitriou. Leakage detection in water pipe

networks using a Bayesian probabilistic framework. Probabilistic Engineering Mechanics,

18(4):315 – 327, 2003.

[45] R. Puust, Z. Kapelan, D. Savic, and T. Koppel. Probabilistic leak detection in pipe

networks using the SCEM-UA algorithm. In Proceedings of the Water Distribution Systems

Analysis Symposium 2006, pages 1–2, Reston, VA, 2006. ASCE.

[46] M. Romano, Z. Kapelan, and D.A. Savić. Automated detection of pipe bursts and
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FEDERICO SANTA MARÍA TECHNICAL UNIVERSITY



REFERENCES 121

[82] C. Papadimitriou, J.L. Beck, and S.-K. Au. Entropy-based optimal sensor location for

structural model updating. Journal of Vibration and Control, 6(5):781–800, 2000.

[83] C. Malings and M. Pozzi. Value of information for spatially distributed systems: Ap-

plication to sensor placement. Reliability Engineering & System Safety, 154:219–233, 2016.

[84] M. Potter and D.C. Wiggert. Fluid Mechanics. McGraw-Hill, 2008.

[85] P.-L. Liu and A. der Kiureghian. Multivariate distribution models with prescribed

marginals and covariances. Probabilistic Engineering Mechanics, 1(2):105 – 112, 1986.

[86] L.D. Lutes and S. Sarkani. Random vibrations: Analysis of structural and mechanical

systems. Elsevier Butterworth-Heinemann, Burlintong, MA, USA, 2004.

[87] K.M. Zuev, J.L. Beck, S.-K. Au, and L.S. Katafygiotis. Bayesian post-processor and

other enhancements of subset simulation for estimating failure probabilities in high dimen-

sions. Computers & Structures, 92:283 – 296, 2012.

[88] E. Todini and S. Pilati. A gradient method for the analysis of pipe networks. In

International Conference on Computer Applications for Water Supply and Distribution,

Leicester Polytechnic, UK, September 1987.
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